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STORES INTEGRATION IN SMALL INTEGRATED
MULTIROLE-MULTI USERS COMBAT AIRCRAFT
NECESSITY OF A SYSTEM APPROACH

Claude CONNAN - DASSAULT AVIATION - FRANCE

\1. INTRODUCTION
Nrhere are various aspects of stores integration on an aircraft. This paper is only
related with the weapon system aspects and not with aerodynamics, mechan-
ical, separation or any other aspect of the subject.

Integration of many different types of stores in a small multirole - multi vsers
aircraft inlegrated weapon sysiem has impacts much deeper than at the
aircraft/store interface. Through three generations of systems this paper em-
phasizes lessons learnt on system design and development.

Starting from explaining the stores integration problem on such aircrafts @z?Tt
goes through the different solutions chosen for each generation of system

to explain the progresses and/pLosblems encountered T@‘Fand concludes on
working direction for the future (§5"to improve store integration in the systems

and the consequences on interoperability improvements. [SD"\\ N

2. INTEGRATED WEAPON SYSTEM

The sizes of Dassault aircrafts are such that since the beginning of the seventies
it was found necessary to have very integrated navigation and weapon sysiems
sharing as much resources as possible instead of having several separate sub-
. sysiems. integrating as many different types of stores as possible leading to a
great number of flying configurations has then to be made continuously all over
the life of the aircraft by modifying the system as least as possible.

The main constraints of such stores integration are :

integrate a new store in a short time
keep the cost as low as possible
be sure nothing already in the system is degraded when adding this store
(non regression)
¢ the diversity of the {echnologies and techniques involved

CLEARED FOR PUBLIC RELEASE
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3. SYSTEMS DESCRIPTION ‘
This paragraph gives only a description of the most important areas implied in
weapon integration :

installation

hardware architecture

store station wiring and connecting
functionnal architecture

software architecture

safety features

supportability

® & ¢ & ¢ o o

Is does not describe the development methods and tooling which are used.

3.1. FIRST GENERATION SYSTEM (FIGURE 1)

Ttis is a system designed in the Leginning to middle seventies.

3.1.1. TECHNOLOGICAL STATUS

This system was desighed at a time when : ‘
¢ the stores were mainly

« air o air missiles (analog)
« ballistic simple weapons
= recce/ECM pods requiring few informations

The more sophisticated wzapons and pods requiring more informations
even if already existing were not required to be instalied at the beginning
but later during the life of the system.

* restricted computation and memory capabilities of the airborne computers
¢ beginning of mulliplex data bus use

Main design constraints :

¢ use of one store at a time and one mission store (excluding self protection
stores) per mission

e be able to integrate a large number of stores (trole 1)

¢ implement the integration of a store in a limited time .

1-2
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¢ keep as often as possible the aircraft capable of using all stores when a new
one is added.

3.1.2. INSTALLATION

¢ The pylons and launchers are specific for each type of store except for
bombs and rockets.

® Three spaces are reserved for interchangeable interface boxes inside the
equipment bay :

« one connecting to most important store stations (central fuselage and
internal wing stations)

= one connecting to external wing stations

« one connecting to wing tips (air to air infrared missiles)

¢ Two spaces are reserved for interchangeable control boxes in the cockpit

« one for missile, recce pods, ECM (fuselage + internal wing stations)
« one for ECM (external wing stations)

3.1.3. HARDWARE ARCHITECTURE
The main characteristics of the chosen architecture are :

¢ cenlralised architecture around one main computer with a limited avionics
multiplexed data bus terminals including the main sensors and symbol
generators

o Non multiplexed controls except for store selection and few “hands on stick
and throttle” controls. Specific control boxes and interface boxes for pods
and missiles

¢ Linkage between avionics system and store stations through a complete set
of boxes :

= one power distribution hox and firing interface box : one circuit for each
type of weapon (missiles, bombs, rockets) and a separate circuit for
jettison and emergency jettison

« two sets of interface boxes (cf § 3.1.2)

-

~4 4 ] H el
rate slore stations conneclors and wiring for cach {ypc of weapon @

missiles, bombs, rockets

O

® One box for weapon code setting

1-3
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3.1.4. STORE STATION WIRING AND CONNECTING
Each store station requires :

¢ one connector for : bombs, rockets
¢ one connector for missiles
¢ one or two connector (s) for pods

The connectors types are different at each store station
For the data bus several steps have existed during the life of the programm
1. No slore station on data bus

2. Central fuselage store station can be a remote terminal of the avionics bus.

A special plug has {o be put on the connector when the pod requiring the
bus is not installed.

3. Central fuselage is connected through a long strub with no need for special
plug when not in use.

3.1.5. FUNCTIONNAL ARCHITECTURE
The main characteristics of the functionnal architecture are

safety critical circuitry separated in specific box

no (or few) common point between specific function of different types of
stores

e the only slore functional resources between the different specific store
functions are : safety controls, display terminal

® back up operationnal mode only for ballistic weapons :
« first step : simple ballistics weapons (hard wired)
» second step : all ballistics weapons (software implemented)

3.1.6. SOFTWARE ARCHITECTURE
The involved software are limited to :

main computer software
¢ symbol generalor software

And in a second step : weapon code setting box : used to set the stores codes

The addition of each new slore leads to test the overall software of the system
on the stimulated integration test bench.

CLEARED FOR PUBLIC RELEASE
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3.1.7. SAFETY

Each type of weapon has its own ground safety equipment and procedure. The
system is built so that only simple hardwired circuitry is involved in the safety.

3.1.8. SUPPORTABILITY

A centralised external system is used to test the cverail system but each type
of external store station equipment has its specific maintenance box(es).

3.2. SECOND GENERATION SYSTEM (FIGURE 2)

This is a system design of the end of the seventies-beginning of the eighties.

3.2.1. TECHNOLOGY SITUATION

This system was designed at a time when the stores still used mainly analog
data transmission except for complex pods which were beginning to be digitized
but completely digitized stores were only foreseen in the near or further future.

The computation and memory capabilities were increasing and permitting more
flexible functional and software architectures. The multiplex data bus technique
has been widely used in the system.

New design constraints for stores integration :

¢ have one installation including wiring for the overail life of the aircraft
* be able to add a new store without retesting the already existing software
of the main computers (or as little as possible) : non regression.

3.2.2. INSTALLATION

* pylons and carriage stores are non specific o a weapon

® launchers are specific to each missile except one case where two missiles
use the same launcher (one box has to be replaced in the launcher de-
pending on which missile is used)

®* One space is reserved for interchangeable interface box (main sfore
stations) : four different boxes.

CLEARED FOR PUBLIC RELEASE



CLEARED FOR PUBLIC RELEASE

[ ]

3.2.3. HARDWARE ARCHITECTURE

The main characteristics of the chosen architecture are :

[

centralized architecture around two main computers with two avionics mul-
tiplexed data buses {one mainly oriented avionics, one mainly oriented ECM
and steres management)

Largely multiplexed controls except safely controls and power distribution
controls. No replaceable control box in the cockpit.

Linkage between avionics system and store stations through a limited nhum-
ber of boxes :

« one store power distribution box : 10 Amps DC and 3 phase AC (+
additionnal power for central fuselage store station in a second step)

= one firing interface box :

normal operatiennal firing circuitry
selective jeltison circuiiry
emergency jettison circuitry

guns interface

> > > >

» one replaceable missile/pod inlerface box connected mainly to the cen-
tral fuselage and internal wing station (cf § 3.2.2)

» one interface box for Air to Air infrared missiles (connected to the ex-
ternal wing stations)

s later in the definition ; one multiplex interface box for store stations not
connected to the replaceable missile/pod interface box.

3.2.4. STORE STATION WIRING AND CONNECTING

Each store station requires :

L]

one connector for firing or release functions (one size of connector for main
store stations, another for the other stations)

one connector for power distribution and functionnal interface (analog and

digital). Same connectlor for all store stations ; specific wiring {
tion exept for main store stations.

only for centra! fuselage slore station : auxiliary connector (additionnal
power and gun pod interface)

CLEARED FOR PUBLIC RELEASE
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3.2.5. FUNCTIONNAL ARCHITECTURE

THe main characteristics of the functionnal architecture are :

centralized architecture with the main functions in the two main
computers :

« fire control and main avionics functions in first computer : the stores are
divided in two types : self protection (guns, missiles, ECM) and main
mission store (one and only one per mission). The architecture is such
that adding new main mission store can be done without modifying the
remaining of the computer software.

« stores management function in second computer.

When a backup mode is developed for a store function it is implemented in
both main computers. It is implemented only when it covers a large amount
of the overall possible failures implied in the function). There is no specific

hardware for back up modes. The firing back up mode uses the selective
jettison circuitry.

selective jettison is not hardwired but software implemented in both com-
pulers.

3.2.6. SOFTWARE ARCHITECTURE

Two main phases during the development :

1.

Use of tables mainly for ballistic weapons management so that a new

weapon is integrated by adding only a new list of parameters in the existing
tables.

Use of tables exiended to all weapons. Then a new weapon integration
leads {o add a new list of paramelers and a very restricted number of inter-
face functions between the appropriate fire control function and stores

management (which interface is standard) or beetween the store itself and
stores management,

3.2.7. SAFETY

Each type of weapon has its own ground safety equipment and features. The
system is built so that aimost only hardwired circuitry is involved in safety. The
restricted amount of very simple safety.involved. software. is .isolated-and de-
veloped with a specific method.

CLEARED FOR PUBLIC RELEASE
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3.2.8. SUPPORTABILITY ‘

The online .naintenance is seli contained in the aircraft, the only external
equipment required to test the stores management and fire/release circuitry are
wired plugs connected in place of the store. Some plugs are specific to some

stores.
3.3. THIRD GENERATION SYSTEM (FIGURE 3)

This is a system designed in the middle to late eighties.

3.3.1. TECHNOLOGY STATUS

The digital technologies is prevaiiing which gives a loi of flexibility but the old
existing analog stores still necd to be intergrated in this system. To improve
interoperability the system has {o be compatible with MIL STD 1760 stores

interfacing.

New design constraints :

e be able to use several types of weapons during the same mission and si-
mullaneously (at the pilot’s level).

e only allowed hardware development for a new store integration is in the .
launcher or pylon (no interface box inside the aircraft, all aircraft capable
of all implemented stores without installation reconfiguration).

3.3.2. INSTALLATION

pylons and carriage stores are non specific to a store

launchers are designed for a family of weapons with no (or a minimum of)
operations to change a weapon.

¢ no specific hardware inside the aircraft for any store.

3.3.3. HARDWARE ARCHITECTURE

The main characteristics of the chosen architecture are :

o several multiplexed data buses : MIL STD 1553B and NATO STANAG 3910
e distributed architecture but the data buses management is centralized
» completly multiplexed controls in the cockpit (exept safety fire controls)

e MIL STD 1760 conneclions between avionics system and store stations
through : .

1~
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» limited power distribution (no auxiliary except on central fuselage store
station)

» three stores management physical MIL STD 1553 B data busses {to re-
duce vulnerability)

= high hanbwidth switching network (one network for video, one network
for synch and blanking)

» safety involved through “Release consent ” hardware implementation
mainly
« interface boxes in pylons and/or launchers

3.3.4. STORE STATION WIRING AND CONNECTING
¢ the pylons are equiped with MIL STD1760 connectors

* The interface between the aircraft skin and the pylons (or the launchers)
have a signal set which is capable of : '

» MIL STD 1760 signa! set
« emergency jetlison
« very few specific stores wirings

3.3.5. FUNCTIONNAL ARCHITECTURE
The main characteristics of the functiona! architecture are :

¢ distributed architecture so that it mainly consists of the management of an
important amount of “resources” which are located in different boxes :

« sensor informations

= computation algorithms or logic computations such as ballistic compu-
tation, steering laws computations, firing envelopes computations,
missions preparation data, etc.... non specific to a store. Each store can
be characterized by a specific data set and algorithm set.

¢ clear separation of safety critical software from other software.

® back up modes are studied case by case and for each “resource” instead
than each overall store function.

3.3.6. SOFTWARE ARCHITECTURE

The requirements are such that the functional and the software architectures are
gelting closer and closer (and almost identical) at the level where you need to
have standard interfaces are needed between modules (which have to be con-
sidered as functionnal or software resources). This is possible because of an
imporiant in increase in computation, memory and data bus capabilities.

CLEARED FOR PUBLIC RELEASE
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3.3.7. SAFETY

The ground safeties are standardized. The increasing amount of safety crilical
store management software is increased. Specific design and development
criteria continue to be used for this software. But the main firing safety element
is the “release consent” circuitry which is independant of ssftware.

3.3.8. SUPPORTABILITY

The online maintenance is self conizined in the aircraft except where
pyrotechnic cartridges are used (replaced by speciai plugs) for safety critical
cricuitry testing.

CLEARED FOR PUBLIC RELEASE

110




l

CLEARED FOR PUBLIC RELEASE

4. PROBLEMS AND INTERESTS OF EACH SYSTEM

They are described using the following main criteria :

K]

necessary preliminary design of the system
main consequences of integrating a new store

= amount and complexity of work
= new developments
« modifications of existing system

user’s learning and training
quality of the result and global cost

interoperability

4.1. FIRST GENERATION SYSTEM

4.1.1. DESIGN OF THE SYSTEM (TABLE 2)

The preliminary design criteria which could be taken into account in a stand-
ardization approach at that time were :

e ©®© o o

emergency jettison and selective jettison circuitry
few controls

room for boxes at specific places

ballistic algorithm

The preliminary design is mainly restricted to installation, wiring, and some
power distribution and jettison circuitry.

4.1.2. NEW STORE INTEGRATION

4.1.21 AMOUNT AND COMPLEXITY OF WORK

The type of work to be done is in fact a new part of an overall s:ystem design
with all its aspects (installation, wiring, hardware and software development and
modifications, new supportability equipment development)

CLEARED FOR PUBLIC RELEASE
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41.2.2 NEW DEVELOPMENTS

Each new store integration generally implies the development of :

¢ anew interface box
a new specific control box
e anev' ctionin the main computer

One major redevelopment of an existing box occured during the program :
change from a hardwired back up mode in the “weapon code setting box” to a
software implemented back up mode in the same box.

The arrival of more and more digital stores at the end of the eighties implies
connection of most of the store stations to the multiple data bus : a new digital
interface box needed in addition (and simultaneously) to the other interface
boxes with corresponding wires and connectors : It is a major wing installation
modification.

41.2.3 MODIFICATION OF EXISTING SYSTEM
Scarcely : modify existing interface box and specific control box

For several stores : modify armement control box, wiring between boxes and
at the store station level.

For all stores :

¢ modify a small part (but a part) of mission computer existing software and
test the overall software

¢ modify the display computer software and test it all

4.1.3. USER’S LEARNING AND TRAINING

The lack of standardization at several levels is such that the training is almost
specific for each usage for the ground crew and the pilot’s (who have to be quite
specialized for one type of mission)

4.1.4. QUALITY OF THE RESULT - COST

The overall quality of the product is good but necessitates an important amount
of work and development for each new store integration with consequencies on
the overall cost.

CLEARED FOR PUBLIC RELEASE
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4.1.5. INTEROPERABILITY

It is quite difficult to speak of possible interoperability with this type of system.

4.1.6. LESSONS LEARNT
The lessons learnt quite rapidly on this program are :

¢ an important commonality exists in the types of necessary wirings for each
store even if the transmitted information is completely lately different

¢ the firing circuitry for stores can be standardized
¢ sfores management needs are very similar from store to siore

¢ even back up modes for quite simple weapons are {oo complex to be
hardwired. They need a software implementation.

¢ non regression adjunction to a system can be made easily only if there is
no modification to the installation, wiring and hardware of common equip-
ment.

This implies :

« to design the basic sysiem carafully taking the potential adjunction into
account.

« to use a rigorous top down methodology with well identified steps.

4.2, SECOND GENERATION SYSTEM

4,21. DESIGN OF THE SYSTEM (TABLE 2)
The main design criteria for this second generation system were :
¢ taken from the lessons learnt on the first generation sysiem :

« common wiring between interface boxes and store stations
» standardized fire and release circuitry for all weapons :
A one operationnal firing circuit
Ao one selective jettison circuit
A one emergency jettison circuit
» more standardization in stores management functional and software ar-
chitecture in two steps :
A first step (which did not imply long stud.es) use of restricted amount
of parametric tables and interfaces

CLEARED FOR PUBLIC RELEASE
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a4 second step : stores management built so that a new store is a set
of data, specific algorithms or logics (with standard interfaces) {o ‘
interface with fire control or store.

1-14
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® new requirements :

« non regression on software development : each fire control function is
a completely separate function with interfaces with other functions which
are as standard as possible.

« less space in the cockpit for controls : implies a more extensive use of
mulliplexed controls

s first step : 2 lines of multiplexed keys armement control box
a second step : use of a CRT display with multiplexed keys.

The power distribution and conditionning are hardwired per store
station with a standard control box.

4.2,2, NEW STORE INTEGRATION

4221 AMOUNT AND COMPLEXITY OF WORK

The necessary work to add a new store in this case is much more oriented to-
ward functionnal and software designh and developement. There is no more in-

stallation or wiring work required exept to check that what already exists is
compatible with the new store needs.

4.2,2,2 NEW DEVELOPMENTS
Each new store integratior jenerally implies the development of :

¢ a new function and a new backup function in the main computers
¢ most times a new specific interface box

One major hardware development implying instailation modification during the
system development : mulliplex data bus toward some of the store stations
which were not all connected since the beginning.

One connector had o be added during development at the central fuselage
store station for additional power supply.

4.2.2.3 MODIFICATION OF EXISTING SYSTEM

¢ not one modification of hardware of interface boxes or control box (the first
step control box had no software)

* no one modification of the wings wiring and connectors and only one
grounding modification to the central fuselage station

* only one main equipment bay modification (multiplex data bus stores inter-
face box)

CLEARED FOR PUBLIC RELEASE
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¢ at the beginning of the development it was difficult not to modify the existing
main compulers software but the modular evolutive architecture was rapidly
improved and afterwards the only main computers modifications were : ad-
dition of a new fire control function and a set of interface moduies and data
for stores management and cockpit interface. The multiplexed data bus
management had still to be modified and lested each time.

¢ display computers software

¢ some of the interface boxes between avionics system and stores have only
to be partly modified to be able to interface a new store : stores built by the
same manufacturer are using the same type of interface hardware (even not
for same information)

4.2.3. USER’S LEARNING AND TRAINING

The improvements from the first generation system are mainly :

e for the ground crews : better standardization of the procedures (safety,
stores loading, maintenance)

¢ for the pilot : similar controls use from one store to another but still quite
specific use of the overall system and displays.

4.2.4. QUALITY OF THE RESULT - COST

The quality of the product is still as good as before_ with : more work at the
specification level and less work at the test level : because regression and bet-
ter specifications. This means a better cost result.

The operationnal wiring, circuits and store management software have been
used for all the weapons separation test : so the number of hours of use of this
part of the system is quite important. It increases the confidence in this safety
critical part of the system.

4.2.5. INTEROPERABILITY

A step has been made toward interoperability but the result is still far from a
really interoperable system :

ange the mission slore loaded under the aircraft
he proceding generation :

(1)
Q.
c
O
@
Qo
O
o
3
o
2
=
o
o
P o
o

» change of launcher (when a specific launcher is needed)
= change of one interface box (for a restricted number af cases)
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The system work to integrate a "MIL STD 1760 store” is generally reduced
to : software fire control implementation {main computers and display com-
puters), addition of stores management software and data interface mod-
ules.

4.2.6. LESSONS LEARNT

The main lessons learnt on this program are :

the lessons learnt from the first generation system are confirmed and the
standardization implemented in the system to answer those lessons is an
important improvement toward an easier integration of a new store and in
operation rapid loading of a different store.

modularity of the fire control functions toward a better evolutivity of the
system is possible. A very strict top down methodology of software devel-
opment has to be used to arrive to a good resuit : from operational re-
quirements to functionnal specification toward software specification and
coding

use of data tables and interface modules in the stores management function
simplifies greatly the addition of a new store in the system. An important
standardization effort neceds to be made at the very beginniny of the system
design to define the content of those tables and the standard interfaces be-
tween the different modules

a lot of similarities can be found inside the fire contiol functions, cockpit
interface and store functional interfacing.

even when giving accepiable results in the needed environment the ori-
ginally designed wiring arrives at its usable limits (no more grewth poten-
tial, signal to noise and other fransmission characteristics need to be
improved for future foreseen applications)

coniirmation that bad design has to be corrected as early as possible : it is
important to validate the system before heginning the implementation itself
to reduce the cost.

the system is not flexible enough to allow all foading configurations which
are wanted by the operational user.

CLEARED FOR PUBLIC RELEASE
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4.3. THIRD GENERATION SYSTEM

4,3.1. DESIGN OF THE SYSTEM (TABLE 2)

The main design criteria for this third generation system are :

o keep a very strict top down development approach and improve it by more
of early simulalions to detect the problems as soon as poszible and reduce
the overall cost.

¢ the aircraft installation, wiring and hardware has to be able to support the
integration of the foreseen stores without one modification. The trans-
mission characteristics of the wiring has to be improved from the second
generation system to accer” ..w signals.

¢ simultaneous use of several stores, the need for the same operational user
to cope with several types of stores, and the fact that similarities can be
found in the system algorithms and logics implies that :

more common algorithms and logics need to be used

more commonality is needed in the user’s interface

{he data tables and interface modules concept has to be extended over

the stores management function

the overall system has to be thougnht as a management system of an

important amount of shared “resources”

the evolutions of the system have to be thought not only as the addition

of a new store but also as : .

Ao the improvement of one of the resources

o the easy integration of a new store (very similar to one already inte-
grated) by the operationnal user.

when needed (for old existing stores) the adaptation interface (mainly

hardware) has to be done in the launcher or other mechanical external

interface.

4,3.2, NEW STORE INTEGRATION

43.214 AMGUNT AND COMPLEXITY OF WORK

The most important work has to be done at the first design phase of the systeins
with a prevalidation of the overall architecture with at least two different repre-
sentative stores. The previous generation architecture can be taken as a basis
and modified to design this one. What is important is {o define the right stand-
ard functionnal module interfaces ans capabilities. Use of simulation is needed
to optimize the standard interfacing.

CLEARED FOR PUBLIC RELEASE
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The integration of a new store necessitates a smaller amount of work that for the
previous generation.

4.3.2.2 NEW DEVELOPMENTS

Each new store integration implies the development of .

¢ a data set
software interface modules and specific algorithms and logic

if the store is not a MIL STD 1760 store possibly the development of an

interface module (hardware and software) to be inserted in the pylon or
launcher,

4,3.2.3 MODIFICATION OF EXISTING SYSTEM

The modifications foreseen are modification because the capabilities are not in
the existing main frame of the system : computation capability, memory capac-

ity, transmission capability, new types of signal, completely new interface with
the pilot.

4,3.3. USER’S LEARNING AND TRAINING

The objective is also to have a basic having such that it is easier to transfer the
knowledge from one store’s to another.

4.3.4. QUALITY OF THE RESULT - COST

The objective is to decrease the cost of new store integration and the number
of modifications to have betler time schedules and cost.

4.3.5. INTEROPERABILITY

A new step has been made toward interoperability :

¢ the operations needed to change a mission store under the aircraft are re-

duced compared with the preceding generation : change of launcher (when

a specific tauncher is needed) : essentiially for old non MIL STD 1760 stores
or of an interface module inside the pylon launcher

the system development work to integrate a new store tends to be only the
introduction of a set of data and interface modules.

CLEARED FOR PUBLIC RELEASE
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4,3.6, LESSONS LEARNT

It is too early at this stage of the prcgram to speak of lessons learnt bacause it

is under development.

CLEARED FOR PUBLIC RELEASE
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[ 2 ]

5. CONCLUSION

Through the different generations of systiems a cost effective method of store
integration is beeing continuously improved. The main keys of this possible
progression are :

¢ arigourous top down methodology of system development with a priotity to
a functional approach instead of a subsystems approach.

¢ a step by step progress in finding the different technical functions (installa-
tion, hardware, software) and operating function (fire control modules,
stones filanagement modules) and use of previous lessons learnt on the
preceding systems. This results in a progressive standardization of the dif-
ferent elements of the overall weapon system involved in stores integration
and use. In appearance this step by step approach takes a long time to ar-
rive to a good standardization but in this areas it seems impossible to make
instantaneously an important step but the real possibilities are learnt quite
slowly.

Indirectly, it also results in getting closer and closer to the complete interoper-
ability needs.

The efforts of slandardization toward a more effective and easier store inte-
gration to aircrafts and better interoperability are of great interest. All the work
made on MIL STD 1760 is very important for this progression but as shown in
the preceding paragraphs, much more than MIL STD 1760 is implied for com-
plete store integration to systems and for interoperability. The arising technol-
ogies are now giving. much more capabilities : computation power, memory
capacity, data bus transmission capabilities. Furthermore, there is more and
more interoperability between the different elements : standard languages,
operationnal systems, etc.... The past has shown that there is a lot of similari-
ties which can be found between the different store needs and a lot of them can
be expressed in terms of data sets plus some specific algorithms or logics.

Regardless of the implementation some modular functions can be defined to
help this standardization effort :

¢ they have to be defined as “generic functions” which can be algorithms,
logics, or more complex functions.

* the level of definition is at the interface of the “generic function” so that dif-
ferent implementations can be made by different manufacturers to be used
in systems having different architectures,

Some of the main stores characteristics are already defacto non written stand-
ards, and more couid be found so that all the system and functions designers
can speak the same language ard exchange coherent data.

CLEARED FOR PUBLIC RELEASE
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TABLE 1 - STORES TO BE INTEGRATED

TYPE OF STORE

1st GENERATION

2sd GENERATION

3rd GENARATION

Ballistic weap-

ons 20 25 30
Misslles

- Air to Air 5 7 7
- Air to Surface 3 10 15
Pods

PHOTO/OPTRONI(Q 6 5

RADAR 1 1 1

ELECTRONIC 1 1 i

RECCE

ECM 4 4 -

OTHER 5 -

CLEARED FOR PUBLIC RELEASE
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TABLE 2 - SYSTEM DESIGN

TYPE OF STORE

1st GENERATION

2sd GENERATION

3rd GENARATION

COCKPIT
Panly : multiplexed All : multiplexed soft
Controls Panly : multiplexed soft driven driven
Partly : specific Parily : multiplexed Exept safety release
hardwired controls
Displays Reprogrammable Reprogrammable Reprogrammable

Test needed

Test needed

Non regressive

EQUIPMENT BAY

- Power distribution

parily standard

fotally standard

MIL STD 1760 lim-
ited

- Fire/release Circuit

Emergency JET

Selective JET 1 circuit 1 circuit 1 circuit
(Back up fire) L N L
Operational FIRE 1 circuit per weapon | 1 circuit 1 circuit
. standard
- Interface boxes specific 5 boxes developed | ) sy 4760
8 boxes developed with commodities .
Interfacing

2 mission comput-

- Computers in- 1 main computer + 2 ma. computers ers

volved displays + displays + displays
+ conlrols

- Standard wiring Release wires Yes MiL ST[? 1760
compatible

-.Standard store sla- No Yes Yes

tion conneclors

Functionnal archi-

tecture

- Evolutive fire con-

trol software No Yes ves

- Software resources | No No Yes

- Digital interface at No Yes Yes

slore stations
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TABLE 3 - INTERESTS AND PROBLEMS OF EACH GENERATION OF SYSTEMS

TYPE OF STORE

1st GENERATION

2sd GENERATION

3rd GENARATION

DESIGN METHOD-
OLOGY

Top Down No Yes Yes
Installation Common installa-
. . Hardware (partly tion
:;AalgsTechmcal Installation common) Common hardware
re Functional (Evolutive Functional
per stores) multicible resources
DEVELOPMENT
Per Store le’(aIIat:())rt; - hard - Hardware software Interface sofiware
Non regression No Hardware main Complete
gre compuler software P
Modifications on ex-
isting system
Installation Yes No No
Hardware Yes Yes No (exept pylons
and launchers)
Wiring Scarcely No No
Software Yes No No
OPERATIONAL USE
Pylon/launcher,
Store Change interface boy, con- Pylon, Launcher, L.auncher

interface box

trol box

'(I;raining of - - As many common-

round crew No commonalities Few commonalities - :
and Pilot alities as possible
REUSABILITY
Installation Partial Yes Yes
Equipment " Yes Yes
Funclional specs
. Architecture No Yes Yes
. Module specs No Partial Yes
Software modules No No Yes

CLEARED FOR PUBLIC RELEASE
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FOLDING FIN ACTUATOR, FFA

1.0 INTRODUCTION

Maximum loading density of missiles in the aircraft storage
area is provided by the Folding Fin Actuator, (FFA). This cylin-
drically shaped device is operated by a ballistic cartridge to
unfold a missile fin from stowed to deployed position ready for
flight. Design goal for deployment time is 0.050 sec. maximum,
with resisting or aiding airloads acting on the fin and with a
temperature range of -65°F to +200°F.

Scot Inc. has designed and tested a FFA consisting of dual
oil damped rotary actuators located on the hinge axis of the fin
to be deployed. These actuators transmit torque to the forward
and aft sections of the fin using a single ballistic cartridge
centrally located in the fin control shaft. A helical spline
drive mechanism in each actuator act to convert gas piston linear
displacément to rotational motion at the fin. Major design
features incorporated in the FFA include gas operated initial
locks, variable orifice fluid damping, final fin deployed locks
and a threaded gas port for preflight manual actuation for
ground checkout.

Development test results with a FFA prototype test model,
with 1.000 inch outside diameter and 11.000 inch installed
length, are presented herein. Full actuator stroke for 120°
fin rotation with resisting torgue up to 2500 in~lb. was accom~
plished with hydraulic pressure input. Preliminary bhallistic

cartridge operation resulted in a stroke time of 0.050 sec. with

2--2




1400 in.-1b. of constant resisting torque acting. Final test
fin angular velocity was maintained less than 50 radians per
second. The test fixture wconsisted of a nitrogen operated gas
cylinder with cylindrical cam and torque arm mechanism. The
cylindrical cam rotates the torgue arm which bears against the
test fin during deployment. A miniature hydraulic cylinder at
the end of the torque arm is used to measure contact force he-
tween the test fin and torque arm.

For reduced torque~ load requirements conventional cylindri-
cal harmonic cam with multiple cam followers is used. This im-
proves rotary mechanism mechanical effic.ency and significantly
reduces the assisting/resisting load spread transferred from the
cam mechanism to the FFA c¢ir and fluid damping pistons. The over-
all mechanical and bhallistic efficiency of the roctary actuator
and oil damping system is thereby maximized. Scot has designed
and fabricated a double acting FFA with a éylindrical cam and
with a constant orifice area fluid damping system. Two car-
tridges are required to deploy and later restow fin if missile
is not launched.

Scot has developed a computer ballistic program for the FFA.
This provides an accurate means to predict performance by use of
an internal ballistic analysis in combination with the mechanical
design parameters of the FFA.

Effects of aiding and resisting torque loads in addition to
extreme operating temperature range are quickly evaluated. The
ballistic program is used to determine optimum values by analysis

of test data, variable orifice fluid damping a~ 1 ballistic para-
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meters. This reduces development time and cost to a minimum.

2.0 DESIGN DESCRIPTION

The Folding Fin Actuator, FFA, consists of dual rotary ac-
tuators, each 5.50 inch long. Both actuators are identical in
design except the (-1) unit contains a left hand spline drive
and the {-2Z) unit contains a right hand spline drive. As shown
in Fig. I, both actuators are located in hubs on the fin hinge
axis and act to rotate the fin 120° during deployment. The
electrically initiated cartridge is threaded and sealed in the
control shaft so that propellant gas is introduced through the
stationary hub and acts simultaneously on both the (~1) and (-2)
actuators in the forward and aft directions. Gas pistons in
both units are displaced and the spline drives act to rotate
the fin 120° to full deployment.

0il damping with a variable orifice area is incorporated in
the FFA, as shown in Fig. 2, to reduce the fin end of stroke ang-
ular velocity to less than 50 rad. per sec. The variable orifice
design is necessary to accurately reduce the fin angular acceler-
ation and deceleration to a minimum under aiding and resisting
torque load conditions.

A gas operated initial lock is provided in each (-1) and
(-2) actuator to lock the fin in the stowed position prior to
cartridge actuation. Final locks are installed in the fin to

rigidly support the fin duri..;j flight under an airload torque of

£6000 in.-1b. maximum.
As installed in the fin, the central porvtion of the 11.00

inch length of the FFA is fastened to the control shaft fin hub

a
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(1)

(2)

(3)

. with three lock keys per actuator. The (-1) and (-2) actua-
tors ~f the FFA transmit torque to the folding fin hubs

through four iock keys pern actuator.

Major design features of the FFA include:

Eight (8) tooth helical spline drive, with 35° helix
angle and 0.250 inch long driver, is incorporated in
each actuator to support the airload torque during ac-
tuation. The mating helical splines are accurately man-
ufactured by broaching, grinding and final lapping to
provide smn. h mating surfaces with maximum bearing
area. This results in minimum bearing stress and allows
use of dry film lubricant coating of all mating spline
surfaces. The sliding coefficient of friction is there-
by minimized and the FFA mechanical efficiency is maxi-
mized.

Dual actuator concept results in two k2) 5.50 inch long
rotary actuators with all parts common except the L.H.
and R.H. helical spline drive and driven components.
This reduces the lengths of all major components to a
minimum and reduces production fabrication costs. 1In
addition to providing convenient propellant gas porting
for the ballistic cartridge located in the fin contxrol
shaft, the output torque to the fin is equally distributed
to the aft and forward fin hubs by the dual actuators.
Variable orifice area oil damping design provides the best
means to reduce the fin final angular velocity to less

than 50 rad. per sec. Relative displacement of the cir-




cular orifice over a stationary tapered and stepped dia-

meter rod gradually reduces the orifice area to the re-
quired small size at the end of stroke.

(4) Dual o-ring seals, spaced approximately 0.30 inch about
the cartridge inlet port, provide a gas seal between the
dual rotary actuators and the fixed f£in hub bore. Con-
tinuous surfaces without spline grooves or slots at the
sealing surfaces of FFA and fixed hub bore is necessary
for this seal design. Gas porting from the cartridge
volume in the control shaft passes through the fixed hub
and into the bore between the (-1) and (-2) actuators.
In this manner propellant gas acts on the gas piston end

of each actuator simultaneously.

(5) During installation, each (-1) and (-2) actuator is in-
serted into the fin hubs from the aft end of the missile.
The lock keys are *then assembled throﬁgh the slots and
holes in the hubs and accurately mate with slots or
grooves in the FFA housings. This serves to fasten the
fixed fin hub to the gas end side of each actuator and
the folding fin hubs to the opposite or output end of
each actuator.

(6) Axial thrust from iLhe gas piston and helical spline drive
is carried by a split ring thrust bearing. A segmented
lockring is assembled into an internal groove in the fixed
hub to retain the axial thrust bearing. Dry film lubri-

cant at mating thrust surfaces acts to maximize the mechan-

ical efficiency of the rotary actuator.
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(7)

(8)

(10)

(11)

(12)

(13)

(17)

(18)

Reliable and simple initial and final actuator lock mech-
anisms for stowed and deployed fin positions, respectively.
Manual actuation incorporated for ground checkout.

Weight is minimized while satisfying structural integrity.

(-1) and (-2) actuators, with envelope of 1.00 inch dia-

meter and 11.00 inch total installed length, weigh approxi-

mately 1.4 1lb. with cartridge assembly.

Stress corrosion potential is minimized by proper material

selection.

Operating temperature is =-65°F to +200°F.

Reployment Angle is 120°.

Maximum resisting deployment torque is 1400 in.-1b. based

on ballistic testing and 2500 in.-1b. based on hydraulic

actuation tests.

Final angular velocity of fin is 50 rad./sec.

Friction Time is less than 0.050 sec.'by ballistic tests.

Initial lock design torque load is £2500 in.-1b. for four

(4) lock keys.

Final lock design torque is £6000 in.-1b. for four (4) lock

pins contained in fin hubs.

Cartridge Major Design Features:

(a) two independent bridgewires with a third bridgewire
shunt across both bridgewires for safely shunting of
electrostatic potential.

(b) all fire current is 3.5 to 34 amps with 28 VDC within

0.005 sec. at =65°F to +200°F.




(c¢) no fire current is one amp of DC current for 5 min- ‘
utes minimum.

(d) no fire power is one watt of DC power for 5 minutes
minimum.

(e) bridgewire resistance is 1.1l %0.2 ohms

(f) insulation resistance is 50 megohm minimum at 500 VDC
for 60 sec., all pins to case.

(19) Structural strength minimum margin of safety:
(a) ultimate strength under gas

pressure logding, .« « « « . 1.67 proof

2.50 burst
(b) ultimate strength by all
other loading . . . . . . . 1.50
(c) limit load strength . . . . . . . 1.25 ‘

2.1 FFA Installation

Each (-1) L.H. and (-2) R.H. FFA is a self contained
unit of 1.000 inch maximum diameter x 5.50 inch maximum lengt.h
as shown in Fig. 2. For installation, each L.H. and R.H. actua-
tor is assembled into the fin hubs with access from the aft end
after assembly of two (2) o-ring seals. The housings at the main
piston end are keyed to the fixed fin hub with three (3) lock
keys to carry axial and torque loads. FEach key engages shallow
slots in the outside diameter of the FFA housing and is retained
with a threaded plug. The output housing of the FFA is joined to
the folding fin hub with four (4) lock keys. Shallow slots in

the outer diameter of the FFA housing mate with the keys and only .

transmit torque loads. A closs fit of all keys is provided to
2--10




reduce lash to a minimum. A segmented lockring is then assembled
to retain the axial thrust bearing which consists of a polished
and dry film lubricated split wesher. EC2216 adhesive/sealant
is used to seal all threaded plugs and slots in the fin hubs.
The stowed position of the fin is retained by the initial
lock mechanism which consists of:
4 - rectangular shaped lock keys which are
contained in slots in the main gas piston
and engage an internal groove in the main

piston housing.

1 =~ initial lock piston retains 4 lock keys in
engaged position.

[u.]

- compression spring which retains lock piston
in locked position.

2.2 FFA Operation

During ballistic operation, the cartridge in the con-
trol shaft is initiated and propellant gas flows into the cen-
ter of the fixed hub bore and acts on the main piston and lock
piston of each (-1) and (-2) FFA. The lock piston is displaced
and the four {4} lock keys are cammed out of engagement with
the housing releasing the main piston. A subassembly of the
main piston, helical spline drive sleeve and oil damping piston
then stroke 1.05 inch while rotating. An eight (8) tooth heli-
cal spline, integral with the sleeve, mates with 0.250 inch
length of spline integral with the main piston housing which is
attached to the fixed hub. In addition, an eight (8) tooth
straight spline at the forward end of the sleeve mates with
an internal spline contained in the output housing.

During the main piston stroke of 1.05 inch, the main




piston housing remains stationary and the output housing rotates

120°. The oil damping system for each rotary actuator consists

of : [
1 - o0il damping rod which is profiled to vary the orifice
flow area during 1.05 inch displacement of the main
‘piston.
1 - oil damping orifice contained in the oil damping

piston which is displaced with the main gas piston.

1 - oil reservoir to contain the oil damping fluid with-
out voids over the operating temperature range.

1 - oil reservoir piston to displace when damping fluid
expands and contracts.

1 - o0il reservoir spring to retain piston in contact with
the damping fluid.

AR - DC 200 damping fluid.

During FFA operation the oil damping force is transmit-

ted to the main gas piston and helical drive spline from the oil
reservoir housing. After full stroke the deployed position of
the fin is retained by the final lock mechéﬁism contained in the
fizxed hub and folding fin hub. Four (4) spring loaded pins are
contained and sealed in the fixed hub prior to fin deployment.
At the completion of fin deployment the spring loaded pins en-
gage four holes in the folding fin hub to retain the locked
position of the deployed fin. The lock pins are designed to
support £6000 in.-1b. of aerodynamic hinge moment.

2.3 Development Testing

Development testing included:

(a) Hydraulic input tests to evaluate functional operation
of rotary actuator to determine mechanical efficiency
during full stroke deployment of 120°. This testing .
included application of resisting load torque by the
test fixture and then applying hyvdraulic pressure at

2-12




the cartridge port to complete 120° fin angular
displacement.

(b) Hot gas testing using a ballistic cartridge and ap-
plication of resisting load torque with the test
fixture.

A schematic of the FFA test fixture is shown in Fig. 3.
An air cylinder provides the input energy to a cylindrical cam
with dual cam follower slides located at 180°. 'The camshaft of
the cylindrical cam is connected to a torque arm at 4.00 inch
radius from the cylindrical cam axis of rotation. The 7.8 inch
long torque arm swings through 1é0° angle at 4.0 in. radius as
it applies load directly to the center of pressure of the test
fin. A small hydraulic cylinder on the end of the torque arm
bears against the test fin and is used to measure the tangential
force applied to the test fin. Two different cylindrical cams,
one for resisting load and one for assisting load, are used to
reproduce the maximum aerodynamic loads at the fin. During re-
sisting load tests the test fin acts to rotate the torque arm
and cylindrical cam against a resisting load generated by the
air cylinder and cylindrical cam. This acts to retract the caﬁ
follower slide and air cylinder piston into the air cylinder,
compressing the air in the cylinder.

During assisting load tests the gas cylinder force
is transmitted through the dual cam follower slides to the cylin-
crical cam. This serves to drive the cam and rotate the torque
arm against the test fin. Air cylinder displacement during re-
sisting load tests is approximately 2.50 inch and assisting load

tests is approximately 5.20 inch. This is necessary to maintain

2.
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' a maximum cam track to cam follower pressure angle less than 40°.

The mass moment of inertia of the test Ffixture fin,

torque arm, cylindrical cam, slide and air cylinder piston are

minimized and accurately calculated for ballistic/mechanical FFA

computer analysis.

The digital simulation code results for performance at

-65°F and +200°F for full resisting and assisting load of 2850

in.-1b., to satisfy stroke time of 0.050 sec. max. is shown below.

operating pressure

stopping velocity
operating time
oil pressure

gas piston area
0il piston area
piston stroke

propellant charge

2950 to 15,000 psig

32 to 50 rad./sec.

0.031 to 0.050 sec.

6500 to 15,700 psig

0.516 in.?

0.428 in.°2
1.05 in.

2.15 gm., 7 perf.
0.16 in. web.

Based on test results to date and computer design

analysis the approximate design data shown in Table 1 was pre-

pared for FFA output torque as a function of design envelope.

Table 1 FFA Output Torque Versus Envelope

FFA Envelope

Diameter Length

inch inch
1.000 11.0
1.000 13.0
1.200 14.0
1.500 15.0
1.750 16.0

Maximum Constant Fin
Rotation

Resisting Torque Deg.
in.-1b. L

1400 120

1500 120

2400 125

3500 90

4500 120
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Specified assisting torque load, stroke time and maximum end of

stroke angular velocity will have an effect on these design

values. The interior ballistic analysis with airload torque

and FFA mechanical design parameters provide an accurate means

to predict performance over temperature range of -65°F to +200°F.

The two extreme operating conditions for the FFA based
on fin airload torgue and temperature include:

(A) Maximum resisting load torque at -65°F temperature con-
ditioning. FFA must complete full 120° fin deployment
within maximum specified time. A large resisting air-
load torque near the end of FFA stroke dictates the
extent of peak ballistic gas pressure required during
operation. This is a result of adiabatic expansion of
the gas from the peak pressure near the beginning of
stroke in addition to gas pressure reduction from heat
loss during stroke. A propellant grain with a progres-
sive burning area provides an increased gas generation
rate during FFA stroke. This acts to decrease the re-
duction in gas pressure and therefore minimize the
peak gas pressure.

(B) Maximum assisting load torque at hot or +200°F tempera-
ture conditioning. FFA end of stroke angular velocity
must not exceed the maximum specified value. The maxi-
mum energy dissipation by oil damping takes place
during assisting load conditions.

The energy output of the ballistic cartridge must be

a maximum under condition (A) above which includes opposing

forces from airload, fluid damping forces, inertia forces from

test fin and fixture and friction in FFA. This condition dic-
tates the energy output design of the cartridge including the
selection of propellant design.

The maximum energy input to the FFA occurs which con-

dition (B) in which the ballistic cartridge energy and the

assisting load energy combine to overcome forces from oil damp-

ing, inertia of fi . and test fixture and friction in FFA, test

21



fin and test fixture. This results in the minimum stroke time
and the maximum end of stroke fin angular velociily. This con-
dition controls the oil dapping orifice area design which is
varied by profile modifications of the oil damping rod.

The FFA length has an important effect on FFA perfor-
mance from the standpoint of helix angle of the spline drive.
As the rFfA length is increased the gas piston stroke is in-
creased and the spline drive helix angle is reduced. This re-
duces the fin airload transfer through the spline drive to the
gas and oil damping pistons. In addition, a reduced helix angle
with respect to the main gas pistén axis reduces both the oper-

ating gas pressure and oil damping pressure.
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1.0 ABSTRACT

Data engineering concepts with hardware and software technologies
were applied to improve the utility of store mass and physical properties
used in the alrcraft/store compatibility field. User's data needs and
short-falls of the ©pre-existing paper system have brought about
requirements for a Store Technical And Mass Properties (STAMP) database.
Discussed are how STAMP data elements were selected and then defined through
the production of a data dictionary. Also shown are how hardware and
software considerations indicated in the system requirements analysis were
evaluated concurrently to produce a system design for the multi-purpose
store database. A primary conclusion is that users must become more involved
in defining the hardware, software and information standards to insure

operability.




2.0 INTRODUCTION

The store ccmpatibility process is designed to identify physical and
functional store limlitations which may inhibit pilot and ailrcraft safety
prior to and during flight. Flight simulation tests which require access to
consistently accurate Store Technical And Mass Properties (STAMP) data
are performed. A brief 1list of these data flelds are:

. Three axis center of gravity (c.g.) locations (both full and

empty, if applicable)

. Three axis moment of inertia values (both full and
empty, 1f applicable)

. Store length, width and height (restrictive
definitions apply to the terms "length", "width” and
"height")
. Weight (both full and empty, if applicable)
. Weapon nomenclature, model, and common name
. Suspension location
. Physical properties such as fuze type, submunition
type, and fin type
A complete list of all STAMP data flelds and definitions can be found in the
Appendix A. STAMP data is used in almost all elements of compatibility
engineering from loading stores on  alrcraft, through analysis of forces
acting upon the store during flight, to safe escape of the aircraft after
store employment. Safe carriage and employment limits vary directly wlith the
mass properties of the store. Carriage speeds proven safe for one set of mass
properties may result in catastrophic fallure with an apparently minor change

in mass properties. The following compatibility engineering analyses depend on

accurate mass and physical property informatlion:



Fit and Function analyses are performed before a store is ever loaded .

on an aircraft. These analyses use dimensional data and fin
measurements to linsure no spatial conflicts exist between the store and
alrcraft. Conflicts with landing gear doors or control surfaces and
ground clearance avallable during emergency landing condltions such as
landing with flat tires can usually be identified without actually
mounting the store, although a physical loadout is accomplished before

first flight.

Store_and ajrcraft loads apalyses use store inertla, center of gravity
location, weight, suspension mounting location, and suspension spacing
measurements in analyzing the forces experienced through alrcraft
maneuvers. These computations result in store carriage and employment

load limits.

Flutter _analyses determine undesirable flight conditions where the
center of gravity and weight of the store combined with the elasticity
and aerodynamics of the wing result in resonance. Flutter is a

potentially destructive phenomenon which must be avoided by

establishment of safe velocity and altitude placards.

Stability _and control analyses utilize store weight, center of

gravity, and inertia to evaluate the ©potential for an alircraft to
depart from stable flight., Excessive roll rates can result fin lack

of adequate control effectiveness to assure recovery.

Ballistic _analyses use store welght, center of gravity, and fins/fuze
tnformation in weapon delivery calculatlions to determine release

altitude and dlve angle envelopes.



. Separations . _anpalyses use store welght, moments of inertia, center
of gravity, and suspension location to establish safe separation
characteristics. Improper ejection force input relative to the center

of gravity can result in the store striking the alrcraft because of

adverse pitch conditions.

2.1 Purpose
Prior to 1968 information on the mass properties of stores were
collected using paper forms. This was supplemented with information in a
varlety of formats from Government and commerclal sources. After 1968 an AF
Form 694 improved the recording of information by describing, in detall, the
measured item. This reduced the chanc; that the data was lncorrectly assigned
to the wrong store. The AF Form 694's were collected in binders by
. category until 1988 when the data was entered into computer format'which
became STAMP. During the process of converting the bound paper products

into a computer data base, the following limlitations were uncovered:

1. Stores nomenclature was not standardized. A host of published
technical orders, manuals, and manufacturer's data were either assigned
different names for the same store or many stores had the same name.
This 1is a common problem in database design and implementation ((11).

2, Terminology was not standardized, The previous paper products were
not supported with documentation to explain the individual blocks on the

form. This led to an bpen format. As an example, the center of gravity

measurement was not standardized and required extensive research to

select a proper convention. There are currently three major reference
‘ points for c.g. measurement used by the store community (see Figure 1).
3-5
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Fiqure 1. Center of Gravity Reference Polnts
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Conventional Munitions €.G. has been referenced from nose, tail,
warhead fuse interface, and many other locations. C.G. measured

from the center of the forward attachment point has been the most

logical for three reasons:

1. The distance is usually smaller than other reference points
offering less opportunity for error in measurement.

2. The forward attachment point is most often used for
resolving moments during captive carrlage on the aircraft.
Generally, an MAU-12 hook will center the lug force with
swaybraces accounting for the remaining forces.

3. Nose and tall reference points are subjected to fit and

manufacture varlations.
Nuclear HWeapons C.G. is measured from the nose of the weapon.

Missiles C.G. is measured from the leading edge of the forward

hanger. Some other examples of non-standardizations are:

1. Fin span (open or closed).
2. Convention of c.g. in the X direction Is positive when
measured from aft of the reference point. C.G. in the Y
direction (viewed from aft) is positive when right of
center- line. C.G. 1in Z direction is considered positive
when measured up from the centoeriine of the store.
These conventions assume attachment hardware is on top of store. In
all cases, documentation for standardization {ssues were non-

existing or confusing.
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3. Data Credibllity Because terminology was not standardized, there .
was no basis to insure credibility. The sources of data used different
reference points and measurement techniques. MIL~HDBK 244 [(3)] assigns
a tolerance of +.5 Inches for c.qg. and #10% for 1inertias. The .5
inches 1s not based on practical measurement because a 2900-pound guided
bomb aad a 200-pound missile are required to have a +.5 inch tolerance

for c.q. locatlion. Therefore, the credibility problem was a major

concern. Why computerize “bad" data?

STAMP ORGANIZATION AND DESIGN

Users were asked to determine their needs. Those needs (data
nts) were requested In a prioritized list. The 1lists were comblned, and
inal list was reduced by eliminating data elements which were out of

, of low priority, or least requested. These remaining data elements

(ftelds) were used in an information systems planning approach ({2]) to

deter

were

of ST

mine what functions the database needed to perform. Data elements

combined wilth cross-reference index fields to form over 30 data flelds

AMP Information.

The sources for data were reviewed and found to be poor. Information

was lacking or could not easily be verified. When information could be

locat

ed, the source was often difficult to match with a unique store name.

As previously mentioned, the store nomenclature system is not

standardized. This led to development of information credibility

categ
word

adopt

ories. Data «credibllity started as levels 1, 2, and 3; however, the
labels of Hlstorlcal, Calculated, and Measured, respectively, were

ed for ease of use. Definitions of the three crediblility levels are:




. Historical - (least confidence) Informatlon could not

. be verified.
. Calculated -~ (average confldence) Documented proof
or source identified and rellable.
However, information could not be linked
to a rellable measurement system.
. Measured - (greatest confldence) Item W.3 properly
identilfied and measured by a DoD
organization, and this measurement was
confirmed by signature of a measurement
technician.
All source information was reviewed by a committee of users (engineers
and analysts) who compared the data acquired agalnst established guidelires.
A data evaluation guide was created to provide the first
documentation of standards and definitions for data. Each data fleld was
explained in detail and reviewed by personnel who required the original
information and would become the users. The data evaluation guide became
the source for mass and physical properties terminology. In data
‘ engineering concepts, this became the data dictionary or meta data for
STAMP. By nature, relational data design and computer logic dictated a
standardized format. Thls helped the creation of STAMP by educating the users
in wunderstanding the data. The original source for STAMP was a collection
of seven binders with approximately 800 different store types. To assist
in finding a specific store, categories and subcategories were chosen.
Categories are an ald for human selection of a store. A computerlzed
database only required the exact name to retrieve a record of {nformation.
Since 800 exact names are difficult to memorlze and a famlly of stores are
often consldered, a list of 34 categories/sub-catzgorles was created. This
also allowed in most cases, a full subcategory on a single terminal screén.

There are many sources for store categorles; MIL HDBK 244 describes 25

. categorles, and these 25 were expanded fnto 34 to accommodate the 800 +

1.0
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stores. Consideration was given to an equal distribution of the stores

between categories if possible. The definition of each category was

explalned in detail and added to the data evaluation gulde.

The organization, content, and utility of the database 1is driven

by

the users. User input resulted in changes to many preconceived deslgn

criterta. In addition, the capabllities of the software and hardware were

shared with the users to evaluate tradeoffs {n requested functionality with

system capabilities. An example 1s the concept of the user wanting more than

one basic element 1In a data field (i.e., length + weight; 87-1500 for

87

inches and 1500 pounds). For utility purposes, separation of flelds

allows more flexlbility by allowing searches by welght or length and will

reduce edit error.

3.1 Hardware and Software Considerations

Once STAMP data elements were defined, a system requirements analysis

was performed to determine what functions the STAMP database needed to

perform. During this phase, users were asked to prioritize thelr use of the

STAMP data flields 1in performing their particular jobs. This survey

resulted in the identification of three unique data display subsets:

for program managers, one for engineers, and one for ballistic analysts.

one

An

additional format was also added which contained all STAMP data

fields avallable, The requlrements analysis also resulted 4in the

following list of immediate and long~range capability requirements.

The 1deal STAMP database would have:

. Graphics form printing capabllity

. Multl-user access

. Transportability across a wide variety of computers

. Multi-level password protection

. Connectabllity to various distributed databases on
multiple computers

. Capabllity of storing large amounts of data

10
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. Maintainabllity

. A menu and/or mouse-drlven user-interface

. Connectability with artificial intelllgence packages

. Compatibility with exlsting programs

. Flexibility to allow for changing requirements and
data elements.

. Ad-hoc query capability
Hardware and software specificatlons were determined from capabllitles

defined in the system requlrements analysis. These specificatlions can be

categorized into three groups: hardware and operating system; database

management system; and compatibility with other software. These three
system requirement groups are inter-dependent and cannot be evaluated
separately. For this reason, the discussion of each group includes

references to the other groups.

Hardware requirements focused on insuring that the operational
platform was compatible with the selected DBMS software and possessed
adequate speed to support the host database. System peripherals such as
graphl?s terminals, disk space, and laser printers are system enhancement-
which may be added to most all systems and were not considered an immed{ie
concern. Existing hardware in use at the computing facility of Eglin (SC)
was considered a cost-effective alternative to purchasing a speclalized
system. Available systems included several DEC VAX models, a CDC CYBER 7600,
and many personal computers which could also be used as smart or dumb
terminals. The end-product needed to be multi-user, but fnitial database
population could be performed on a personal computer 1f the chosen DBMS
would allow data to be transported.

At the time, another database was already wusing a table contalnling
store nomenclature, model, and symbol information on a Zenlth 2-248

(80286) personal computer connected to a DEC LNO3+ laser printer. The

host DBMS for this database and store table was ORACLE, which 1Is a mature




relational database management system (RDBMS) providing useful utilities
and continued product support. The store table became the main table of
the STAMP database., The single-user limitation of the PC was acceptable in
the interilm because ORACLE was scheduled to be {nstalled on an SC VAX 11780
and ORACLE data is easlily transported across supported host platforms.
Data accesslbility and security requirements were also met through
ORACLE's relational architecture and multi-level password protection. The
relational structure, along with ORACLE tools, allows multiple databases,
distributed or local, to share common data through 1index key flelds
without data redundancy.

The utility of STAMP daa can b2 measured not only by data credibility
but also by data acceestbility. The STAMP database was envisloned as being
a store data source for several other engineering databases needing access
to store information. Otiler uses Jncluded dir:ct terminal access of data by
enylneers and access to custOnized computer programs needing store
information.

Creatlng an acc.ptable and transportable user-lnterface compatible
on the operating viatforms sypported by ORAL .E was not a trivial task.
vifferences in daisplay terminal cortrol codes and mouse sUpp.rt seftware
were ma ‘or obstaclec for compa’ibility across dtfferert systems. To
savrisfy the {initial database opcpulation requiremeny, custom edit,
view, and print programs were developed on a 2C. The programs interfaced
with the database v.a the ORACLE PRO . till:y whick allows Structuced Query
Language (SQL) commends to be emhedded in high level 1language programs,
These programs were not mouse-driven, but were menu oriented, supported
color, and were very keyboard friendly. PRO% utlllitlies currentiy exlst for

FORTRAN, Pascal, COBOL, PL/I, Ada, and C language bpragrams vrunning elther
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on a computer hosting the database or a remote computer connected to the
host DBMS system through DECNET, TCP/IP, or asynchronous communication
protocols. Compatibility with high-level 1language compilers allows
system-specific I/0 and analysls programs to be developed, but does not
lnsure a transportable application due to differences in system display
terminals.

The VAX verslon of ORACLE becamg avallable shortly after the initial
STAMP population was complete. Data was easily transported between
systems using the export and Iimport utilities. The chosen solution to
supporting the growing number of computer platforms with the same source
code was to use the ORACLE utrility SQL*FORMS. This forms utllity (s a

Computer-Aided Software Englneering (CASE) tool allowing a functional

and transportable database interface created interactively and- easily
maintalined. Even though the customized SQL*F/RMS applicatlons were
functionally complete, they were not mouse~driven and lacked keyboard

friendliness te the casual user. Consequently, the SQL*FORMS
applications were not accepted by non-techntical da:ta entry support
personnel expecting a MacIntosh 1look and feel. Another optior allowing a
windowling and pull-down menu system using a recently released
portable windows toolkit is currently being researched.

The STAMP database was designed to have a modular structure allowing
distributed databases access to STAMP data. Using a static approach to
database design (4], global views of several data dictionaries are combined
into one query statement making data access across multiple databases
transparent to the user. The result of'thls modular design allows the
STAMP database to fulflll its designated purpose as & multi-purpose store

technical information authority.

3




4,0 CONCLUSIONS ‘

This paper presented the experiences involved in the creation of a

technical information database. We utilized data englneering concepts in the
integration of hardware and software to meet the needs of users, From our
efforts, we conclude the following:

a. Data standardization methods must be developed and accepted by
the users.

b. Data. credibility must be a concern in a technical information
database.

c. A data dictionary should be maintained and users must insure
that they are involved in its creation and use.

d. User involvement must be maintained throughout development to
react to constantly changing user needs.

e. Users do not adapt to the structure of a database. This
problem must be solved by involving the: wusers in defining data
field types and lengths., Also all internal database indexes MUST
be removed from the user's sight.

f. Where possible, equipment should be standardizéd for ease of
software integration.
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APPENDIX A

STAMP Data Fields and Definitions
GENERAL
This gutde i{s divided into two sections: Section 1 describes the varlous
blocks and infermation contained in the attached PMD STAMP Book, and Section I
defines the store categorles as currently established. These categorles will

be reviewed by 3246 TESTW/SK for deletion, revision or acceptance.

PURPOSE

The information in this guide is provided to help standardize the
interpretation/classification of data and assist data managers in
understanding terminology used in the attached PMD STAMP fook. The book
contains information currently available on the PMD 1list of stores shown in

attachment 1.

Stores for which no data exists have been omitted and will be included as
data becomes available. Each block on the forms'presented in the PMD STAMP

Book 1s defined below:

1. Date of Last Revision - The date when the store was initially put

into the database or the date when mass properties were last changed.

2. Nomenclature - The officially designated name for an item (Bomb,
Guided, Modular GBU-15(V)6/B, or LAUNCHER, GUIDED MISSILE, AIRCRAFT LAU-
117/A). For the purposes of the SEDB, stores will be identified by
their abbreviated name in the nomenclature block until all stores have

been assigned official nomenclature, i.e., GBU-~15(V)6/B or GBU-24.

3. Model - The numbers and/or letters which uniquely identify a varlant
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of the official nomenclature. If no model is identified, the letters

"N/A" will not be used in this fleld to avold confusion.

4. Common Name - The commonly used name typically identifying a serles
of stores (Sparrow, Sidewinder, Gator, etc.) Common names ara included

to assist users in fdentification of families of stores.

5. Description - Used to describe the intended use of the store (e.g.,

"Antiradiation Vehicle” for an AGM-136A)

6. Stamp Store Number - A four-digit number assigned to each store/model
as a unique identifier. These numbers can be cbtained from the SEDB
manager and should be considered an interim step until a universal

standard store identification can be instituted.

7. Stamp Category/subcategory - One of the numbers or letters used to
organize stores into families with similar characteristics, i.e.,
Cluster, Missile, etc. This list is pending final review and approval by

SK.

8. Store Status - The tentative plan is to use this block to identify
whether the store 1is in inventory, production, experimental, etc...,

however, this block wlll be TBD until a £inal decision is made.

9. Reference Document/Drawing - Identifles government or contractor
drawing numbers or documentation which can be used for englneering data.
May include some detall drawings but typically a general arrangement view
to define length, diameter, electrical connector locations, lug positicn,

etc.
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10. Data Credibility - An indication of the accuracy or uncertalinty of
the physical characteristics for each store. The following levels of
credibility are subject to change following SEEK EAGLE review:
Level 1 - Exists as historlcal data and s termed historical.
Level 2 - Nominal mass properties as ifdentlified in manufacturers’
specifications and is termed calculated.

Level 3 - Measured data averaged for N samples and is termed

measured.

11. Length (inches) - Overall length from extreme fore and aft polnts to

include fuzes and fins (see Figure A).

12. Location of FWD Suspensiocn Point Centerline - Definition of the
longitudinal forward mounting lug position so that a c.g. location

referenced to the centerline of the forward lug will have physical

meaning (see Figure 3).

13. Diameter/Height/or Lug Axls (inches) - The maxlmum diameter for a
store of circular cross section or the height of a non-circular cross
section in relation to the lugs. This fiqure refers to the body of the

store only and does not include the fin (see Figure B).

14. Width or Cross Lug Axis (1f applicable - inches) - The width of the
lateral cross section in concert with 13, above. This fleld will show

N/A 1f the store has a clrcular cross section (see Figure B).

15. Office of Primary Responsibility - This block will not be included
initially since lnsufficient data exlsts to ldentify sources; however,

incluslon of this block is planned when sufflclent data becomes avallable
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to provlde those offlces/individuals identified in the Data Accession

List responsible for updates or corrections to the PMD list.

16. Suspenslon Spacing - Distance between lugs (or notation that a
unique suspension arrangement s being used as is common for missiles,

etc.), typically 14 inches or 30 inches (see Figure A, for lug spacing).

17. Functions -- Text block used to identify events in the store's
employment profile such as fin opening, skin cutting charge initiation,

altitude of submunition dispersal, etc.

18. Fin Number/Nomenclature - Official name or number to uniquely

tdentify the fin group attached to the store.

19. Fin Span (inches) - Measure of the maximum fin width (i.e., Tip-to-
Tip through the centerline, not between tips of two adjacent fins - see

Figure A).

20. Fin Angle from Lugs - Used to define the orlentation of the fin

relative to the body of the store.

21. Fuze Number/Nomenclature - Official name or number which uniquely

identifies the fuze to be used.

22. Submunitlions - Nomenclature for the submunitions used in a dlspenser

or cluster-type munitlon.

23. Welight Full - teasured or projected weight for the store as an all up

round (go-to-war configuration).

24. Weight Empty - Store welight without submunitions or fill (chaff and

flare dispensers, fuel tanks, CBUs, etc.)
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Figure A. Dimensions

25. X Axis Center of Gravity (inches) - X is defined as the longitudinal
axis of the store. For the majority of stores, the c.g. location tis
referenced to the forward mounting lug. For stores with relocatable lugs
or other unique attachment mechanisms, the c.g. will be referenced to the
store nose in nuclear weapons and to the forward edge of the forward

hanger for missiles (see Figure B).

26. Y Axis Center of Gravity (inches) - The lateral location of the
center of qravity referenced to the geometric centerline of the store

(see Figure B).

27. Z Axis Center of Gravity (inches) - The vertical location of the
center of gravity referenced to the geometric centerline of the store

(see Figure B).
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28. Roll Inertla (Slug*th) - Mass moment of inertia about the roll ax’

referenced to the store center of gravity (see Figure B).

29. Pitch Inertia (Slug*th) - Mass moment of inertia about the pitch

axis referenced to the store center of gravity (see Figure B).

30. Yaw Inertia (Slug*th) - Mass moment of inertia about the yaw axls

referenced to the store center of gravity (see Figure B).

z

VAW AX.S ~__

PITCH AX'S

CENTER OF GRAMITY

Figure B. Moments of Inertia

31. Tolerances - Set up as three text fields so that acceptable parameter
variations can be identified (e.g., c.g. +/- 1/2 inch, WT +/- 5%, INERTIA

+/-10%), as outlined in MIL-HDBK~244.
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32. Remarks - General comments about the store which do not fit into any

previously defined data field. Also used to provide additional ‘
information about parameters which require further definition or unique

characteristics.
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FLIGHT TEST CERTIFICATION OF A 480 GALLON COMPOSITE FUEL TANK ON CF-18

by
Captain Mario B.J. Lagrange
Acrospace Engineering Test Establishment
Canadian Forces Base Cold Lake
Mediey, Alberta, TOA 2M0, Canada

ABSTRACT

The Aerospace Engineering Test Establishment (AETE), as the Canadian Forces (CF) flight test
authority, has recently completed flight tests and analysis of a major store certification program to establish an
operational flight envelope for the carriage and jettison of a newly designed 480 gallon external fuel tank (EFT)
for the CF-18 aircraft. The certification process involved a progressive series of analysis, wind tunnel tests,
qualification tests, ground tests and flight tests activities. Most of the pre-flight activities were performed by the
designer, McDonnell Aircraft Company (McAir), while all flight testing was the responsibility of AETE with
engineering support from McAir. The progression of events from the qualification testing to the final flight testing
recommendations are summarized herein. The primary focus of this paper is on the flying activities such as flutter,
loads, stability and control, separation/ jettison and performance. Special instrumentation, flight test techniques
and test concept philosophy are also discussed. This paper highlights various technical problems encountered, such
as the near flutter onset condition observed with tanks 50 percent full, the premature failure of the inboard wing
spar pylon receptacle discovered after the last manoeuvring loads flight and the localized pitch~up phenomena
observed during stab.. _ and control S&C testing. A glance at the increased range and payload capabilities is also
included. Overall, the 480 gatlon EFT was determined to be a viable option for the CF-18 aircraft.

INTRODUCTION

1. Background. To increase the war stock of external fuel tanks for the CF~18 aircraft, the Government of
Canada established a follow-on fuel tank acquisition program. The options considered were either buying more
of the currently used 330 US gallon EFTs or supporting the development of a new composite material 480 US
gallon EFT designed by McAir. The decision was made to subsidize the testing of the composite 480 EFT on the
CF-18 aircraft. This option was selected because of the technological benefits which could be accrued © 1
transferring filament wound composite technology to Canadian industry and for the potential of prov:
increased range performance and payload capacity. Hence, AETE was tasked by the National Defence Heaa
Quarters (NDHQ) to support McAir and Canadian industry in the flight test certification of the 480 gallon EFT on
the CF-18 aircraft.

2. Objectives. The 480 gallon EFT certification program was divided into two distinct phases. Phase I
consisted of conducting a proof of concept demonstration so that a war time clearance could be issued for the
carriage of the 480 gallon EFT on the CF-18 aircraft. This category I flight testing was conducted in concert with
the designer, McAir, who was responsible for the qualification tests, pre-flight analyses, proposed test matrix, and
post—{light data analyses. This phase included flight activities such as flutter, carriage and stores ejection loads,
S&C, tank separation/jettison (Sep/Jett), performance and limited electromagnetic interference/ compatibility
(EMI/EMC) ground tests. In addition, a Royal Australian Air Force (RAAF) requirement to certify the 480
gallon EFT for carriage on the centreline station was originally incorporated into this test program. However, the
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withdrawal of the RAAF ftom the joint vent:re resulted in the canceiiati.+a of any further centreline carriage effort.
Phase Il iesting, currently under panning, wilf establish a full ¢learance envelope for the employment of various
weapons in the presence of the 480 gallon EFT. Ths category 1l testing will involved 3ngineering support from
Canadair Ir.corporated.

3. Test Item Description. The 480 gallon EFT is 2 ligh{-veight, survivable structure fabricated from two
graphite filament wound shells with a foam filleC honeycomb core between them. Gluss cloth laminate core inserts
are used to provide frames for attaching = graphite strongback box, three large access doors and all the required
aircraft interface hardware. The tank does not contain baffles, and has been optimized for low manufacturing cost
and ¢ase of maintenar::e. Figure 1 depicts the physical characteristics of the 480 gallon EFT and compares them
with the 33G gallon EFT. The extended length of the 480 gallon EFT does not permit to jettison the tank with the
trailing edge flaps ( TEF) fully deflected without collision between the tank and the TEF. Also, the centreline
carriage requires a five inches extension/adapter (figure 2) between the 430 gallon EFTs and the aircraft to allow
for landing gear extension without interference. The adapter is fastened to the tank through extended suspension
lugs and remains with the tank during a jettison. The production 480 gallon EFT are fitted with 2 more reliable
modutr fuel valve assembly and, as a result of shortcomings identified during this test program, a low pass filter
and a metal based wrap layer for better EMI protection.

PRE-FLIGHT TEST ACTIVITIES

4. Store Clearance Process. AETE was assigned the overall responsibility of recommending a clearance

envelope for the 480 gallon EFT on the CF-18 aircraft to the NDHQ store clearance office. McAir was also

contracted by NDHQ for engineering support to AETE. Thus, the store clearance plan used for this test program-

was very similar to that used for the F~15 and F/ A~ 18 full scale development programs. The plan consisted of a
logical progression of qualification tests, laboratory tests, engineering analysis, ground tests and flight tests. A
block diagram of the 480 gallon EFT store clearance process is shown in figure 3. As the primary contractor,
McAir carried out, under NDHQ contract, several engineering analyses and laboratory. Throughout the early
phases of this process, the CF, including AETE personnel, continuously reviewed McAir progression to ensure that
the CF vested interests in the program were met. AETE active participation in this store clearance process started
with a EMI/EMC safety of flight test (SOFT). All flight test activities were carried out at Cold Lake using
AETE’s instrumented CF-18 and personnel. The flight test matrices were recommended by McAir and approved
by AETE. The test team consisted of an AETE Project Officer (PO ) who was essentially the team leader, AETE
test pilots and several engineers from McAir and AETE. McAir was responsible for all data analysis which was
subsequently reviewed by AETE's engineers. Again, the decision to proceed to the next test point was made by an
AETE test controller (often the PO himseif) based on concurrent recommendations from McAir and AETE
engineers. The procedure used in this test program was safe, efficient and worked well either in the Flight Test
Control Roorm (FTCR) or in the briefing room preparing for the following mission. AETE is most likely to use a
similar procedure for the Category 11 flight trials,

5. Qualification Tests. A series of laboratory tests were carried out by the supplier, Brunswick Corporation of
Lincoln, Nebraska, to ensurc that the 480 gallon EFT met the procurement specifications sstablished by McAir

The qualification test program consisted of several tests including maintainability, lightning, slosh & vibration,
ejection, fragment impact, flame engulfment, environmental and explosion containment. The qualification tests
identified several shortcomings with the 480 gallon EFT. The most significant was the inability of the tank to
withstand a lightning strike without internal arcing. The original tank design resulted in internal arcs on five
different locations within the tank. Fixing this shortcoming would have required several months and, to remain




within the planned test program schedule, it was decided then to complete the flight testing using tanks that were
not shielded for lightning and EMI protection. A flight test restriction not to fly through precipitation static
conditions was imposed for all sorties. Also an EMI Safity of Flight Test (SOFT) was required prior to start flight
testing. In this case, the flexibility given to the program office and the early involvement of the flight test agency,
AETE, allowed to reach a compromise which helped expedite the completion of this certification program.

6. Similarly, delays in the design and production of the modular fuel valve assembly required the initial flight
testing to be carried out with the existing 330 gallon EFT fuel valve system instead. The flight test certification of

the modular fuel valve assembly was the subject of a separate test program which identified only one problem area

involving the valve manual precheck assembly which will be rectified in the production 480 gallon EFT.

7. Wind Tunnel Tests. A series of wind tunnel tests were conducted by McAir, under NDHQ contract, to
gather aerodynamic coefficients and derivatives required for the subsequent engineering analysis. The wind
tunnel tests were grouped into five different sessions using various facilities. The Calspan eight foot wind tunnel
was used to obtain S&C data as well as transonic performance data on a six percent scale model. The McAir Low
Speed Wind Tunnel (LSWT) provided S&C characteristics for low speed and power approach with and without
flap configuration using a 12 percent scale model. The same McAir LSWT was used to gather flutter data using a
17.5 percent scale flutter model. Trials conducted on a six percent scale model in the McAir Polysonic Wind
Tunnel in 1984 provided the necessary information to derive the aerodynamic loads predictions. Last but not
least, the Naval Ship Research and Development Center (NSRDC) wind tunnel was used to investigate the
Separation and Jettison (Sep/Jatt) characteristics of the 480 gallon EFT and of various other stores in the presence
of the tank. The data obtained during these wind tunnel tests were used in various engineering analyses to
determine the most critical configurations for flight testing and to establish the initial flight test envelopes. A list of
flight test configurations is reproduced in figure 4.

8. Ground Fit and Function Test. Several ground tests were required prior to the start of the flight test
progran. The ground fit and function test, carried out on a production aircraft off the McAir assembly line in ST~
Louis, showed that the 480 gallon EFT was compatible with the CF-18 and successful fuel transfer was
demonstrated. This test also revealed that clearances from the centreline 480 gallon EFT to the nose wheel hold
back bar and to the launch bar actuator were less than minimum distances specified in MIL-STD-1289A
(Reference 1). Similarly, ground clearance for the centreline 480 gallon EFT was only 2.8 inches with soft tires
and deserviced struts. This isless than the minimum requirements listed in reference 1. Because these deviations
were only observed with either deserviced struts or the nose wheel rotated 30 degrees, and because no physical
contact was observed, it was agreed to proceed with the test program as is. Again, AETE participation in this
ground fit and function test helped in reaching a quick compromise with the contractor, McAir.

9. Ground Vibration Tests. Four dixierent ground vibration tests (GVTs) were carried out in support of this
certification program. The cantilevered pylon GVT, the full aircraft GVT and the structural mode interaction
(SMI) GVT were performed at McAir, with CF participation, using a production aircraft. A rigging check GVT
was carried out at AETE, with McAir involvement, for each configuration to be flutter tested, using the test aircraft.
The cantilevered pylon GVT was performed to determine the liquid fuel correction factors as a function of the tank
fuel level. The test set up consisted of a 480 gallon EFT loaded on a CF-18 wing pylon attached to a rigid test
fixture. Five fuel levels were tested from empty to full. A dynamic model of the 480 gailon EFT and wing pylon
was developed based on the correction factors. This model was then used to help identify three critical
configurations to be tested in the full aircraft GVT. Subsequently, this dynamic model was modified to improve its
correlation with the full aircraft GVT results. This refined model was then used for all flutter prediction analysis.
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10.  Aspreviously mentioned, three configurations were tested during the full aircraft GVT (Figure 4). The
aircraft, a production single—seat CF-18, was supported by soft jacks designed to dynamically uncouple the
aircraft from the ground which allowed the measurement of aircraft rigid body modes at frequencies less than two
Hz. The tests were performed with the landing gear retracted, canopy closed and all access panel secured. Selecting
the "RIG" mode on the flight control system (FCS) ensured that all control surfaces were in the neutral position.
The pylons and stores were rigged to minimize freeplay such that maximum mechanical energy was transmitted
through all interfaces. The dynamic symmetry of the store rigging was verified by comparing the store resonant
frequencies on both sides of the aircraft during dwell excitation. Where required, adjustments were made to obtain
acceptable dynamic symmetry. Symmetric and antisymmetric frequency response surveys were conducted to
obtain transfer function plots using a sine sweep excitation at constant force provided by two electrodynamic
exciters. Modal frequencies were obtained from these plots while damping coefficients were derived using the log—
decrement method un single mode decay time histories. The mode shapes were then mapped using the multi~
mode sinusoidal excitation technique.

I1.  Thevibration data obtained from this test were used to verify the McAir analytical aircraft/480 gallon
EFT dynamic model used to perform flutter analysis. The GVT data also served as a baseline for comparison with
vibration mode frequencies and damping coefficients measured during flutter flight testing. Overall, the frequency
and mode shape results showed good correlation between the analysis, the full aircraft GVT and the rigging check
GVT. Figure § tabulates the results for one of the configuration tested.

12, The Structural Mode Interaction (SMI) GVT check was required to verify that low frequency tank modes
do not couple with the aircraft FCS to produce an unacceptable dynamic response. The two configurations tested
are also depicted in figure 4. These tests were performed during the full aircraft GVT using exciters attached at the
stick position and the ECS feedback accelerometer package. The tests consisted of a series of sinusoidal sweeps
through the tank mode frequency ranges using maximum force lateral extitation on the tanks, followed by a dwell
at the antisymmetric roll frequency. The SMI was investigated with the contro! stick in each of the four stick
position quadrants and for all flap deflections. The results of this GVT showed no instabilities, sustained
oscillations, or unacceptable dynamic response of the FCS.

13, Prior to commence flutter testing, a rigging check GVT was carried out on the two most critical flutter
configurations to ensure proper installation of stores on the test aircraft. Freeplay was minimized to achieve
dynamic similarity on both side of the test aircraft. Although the test procedure was similar to that used for the full
aircraft GVT, this rigging check GVT was performed with the landing gear exterided using the soft tire suspension
technique. Transfer function plots were gathe ed at selected locations on the test aircraft. The modes of interest
were partially mapped by manually recording response amplitude and phase relative to a reference location on the
structure. The results correlate relatively well with the modal frequencies obtained during the full aircraft GVT
(Figure 5). One discrepancy was found during one rigging check GVT which identified an antisymmetric mode at
7.46 Hz. This mode, which resembled to wing first antisymmetric bending mode but with reverse relative phasing
between tank pitch and fuselage lateral motion, was not found by the analysis nor during the full aircraft GVT.
This phenomena was believed to be the result of modal intetferences of the aircraft structure elastic modes with the
soft tire suspension system.

14.  Electromagnetic Compatibility Ground Tests. The electromagretic compatibility (EMC) of the 480

gallon EFT with the CF-18 avionic/electrical systems was partially evaluated through several contractor ground
tests. Owing to the lack of EMC control plan, AETE was required te conduct an extensive analysis of potential
electromagnetic interference (EMI) and EMC concerns based on contractor lightning and fuel probe radio
frequency (RF) susceptibility test results. With composite walls, RF radiation is capable of passing thréugh the
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480 gallon EFT with more ease than a conventional metal tank. Such radiations could be coupled to the internal
aircraft electrical /avionic system degrading their performance. Also, a potential exists for ignition of fuel vapour
by RF radiation. Static charge build-up, because of friction, can occur from fuel flowing within the tank plumbing,
from fuel sloshing within the tank, or from flying through moisture or dust (precipitation static). Static build-up
may also affects the aircraft electric/avionic as well as ignite fuel vapour. This analysis categorized the EMI
problems as either flight or mission critical. Those which were flight critical were addressed and ground tested, if

proper resources were ¢+ ailable at AETE, prior to flight testing. The EMI/EMC tests carried out at AETE prior to .

flight testing included a thorough inspection for design specification compliance; measurement of bonding, limited
conducted emissions, and static potential build-ups; and CF-18 critical system victim functional checks with
limited potential source inte:ference for a Safety «f Flight Test (SOFT). Several observations were made that
indicated deficiencies with the tank design were made throughout the EMI/EMC ground testing. However, none
of these were severe enough to halt flight testing with the 480 gallon EFT. As a precautionary measure, & restriction
not to fly through visible moisture or any precipitation static potential environment was imposed on the pre-
production 480 zallon EFT until a conductive coating/ wrapping is applied to the tank. Similarly, flight in high
electromagnetic environment areas was not recommended for the 480 gallon EFT without fuel probe line EMI
protection (low pass filter).

FLIGHT TESTING

15.  This section of the paper will provide the reader with an overview of the aircraft instrumentaiion and
AETE installations used in support of this certification program. Then each flight test activities such as flutter,
manoeuvring loads, store ejection dynamic loads, stability and control, separation/jettison and performance will
be discussed.

16.  Aircraft Instrurnentation. Both AETE's instrumented CF-18 aircraft, use. throughout this certification
program, have identical data acquisition system capable of selecting data from the avionics multiplex (mux) buses
and from various other sources. The current system provices a 64 channel analogue data acquisition capability.
Data from the analogge signal conditioners along with seizcted data from direct analogue and digital inputs, mux
buses; time ce-'e generator and the Flutter Exciter Control Unit (FECU) are encoded into a pulse code modulation
(PCM) format and stored on the onboard MARS ~2000 tape recorder. Pilot voice and selected direct analogue
signal can also be recorrt. 1 on dedicated FM channels. All PCM data are telemetered to the Flight Test Contro.
Room (FTCR) for real time monitoring. Wing strain gauges were also instalied during production assembly as
part of the basic instrumentation package. These gauges, located at three different spanwise Jocations, are sensitive
to either bending or torsion and allow identification of the wing overall motion during flutter testing. The
additional instrumentation required for specific flight activities are discussed later in each of the flight test sub-
sections.

17.  Forreasons of flight safety, the FTCR was used for most flight test missions. This facility permits real-
time monitoring of selected parameters from the telemetered PCM data. Several monitoring devices are available,
from simple strip chart recorders to large television screens, which can be use to display either raw telemctered data
or near real-time processed data in e~ gineering units. The FTCR is also equipped with a flutter analysis
workstation comprising a fast Fourier analyser for near real-time spectral analysis, four lissajous scopes, and a
display for monitoring the test aircrafi FECU paramelers. The FTCR sct-up can be adapied to the user
requirements The communication system in the FTCR provides each operator with capability to transmit/receive
through UHF radio. During this test program, while everyone could receive pilot t1ansmission, only the test
coniroller (an AEYE personnel) and in an abort situaior., .z¢ lead engineer (normally a McAir personnel) were




allowed to transmit to the test aircraft. Later in the test program, a hot mike capability was installed in one of the

test aircraft which allowed all intercom within the test vehicle to be telemetered to the FTCR. This feature

enhanced the safety of flight and reduced pilot workload.

18.  Alltest sorties were flown over Cold Lake Air Weapons Range (CLAWR) which also includes the
AETE's Primerose Lake Evaluation Range (PLER ). PLER islocated on the southern boundary of CLAWR and
approx 25 miles north of the airfield. This range is exclusively used by AETE for test and evaluation purpose.
PLER facilities used in support to this test program included telemetry rebroadcast and tracking radars for all
sorties while phototheodolites and meteorological data were required only for the Sep/Jett trials.

19.  Stractural Mode Interaction (SMI) Testing. SMI testing consisted of two high speeds taxi runs and several
flight test points integrated within the flutter flight testing test matrix. Since configuration 1 (Figure 4) was
identified as the most critical SMI configuration, it was decided to fly this configuration first during the flutter flight
testing. The first taxi run was carried out on a smooth n*nway while the second run used a rougher runway in an
attempt to induce structural mode coupling with the FCo. Both tests were performed with full 480 gallon EFTs and
half flap selected. During these taxi runs the control stick was firmly held in the aft right and forward left quadrants
for about 10 seconds to see if an oscillation build-up would result. The SMI flight testing consisted of exciting the
aircraft structure with lateral and longitudinal stick raps while monitoring the airczaft FCS response. This exercise
was performed at various flight regime including take-off and climb-out. The SMI taxi and flight testing
confirmed the expectation, based on previous flight test experience with similar store configuration, that no FCS
-coupling with aircraft vibration modes will occur for the CF—18 while carrying the 480 gallon EFT.

20.  Flutter Flight Testing. These tests were carried out to verify that the allowable carriage envelope of the CF-~
18 configured with 480 gallon EFT is flutter free up 1o 1.15 times limit speed. The testing consisted on monitoring
modal damping trends and frequency coalescence of the different modes involved in the flutter mechanism,
previously identified during the pre—flight flutter analysis and supported by the full aircraft GVT results. The left
digital display indicator, on test aircraft CF- 188907, was replaced by a fluiter exciter control urit (FECU), shown
in figure 6, which provides aileron displacement signals to the FCS. Three modes of aileron excitation are available
through the FECU; sinusoidal sweep (from one frequency to another), dwell (at one frequency for a given time )
and random (random noise within a selected frequency band). The FECU has built-in safety features which
automatically shut down aileron excitation whenever roll rate or normal acceleration exceed a certain value or
whenever the pilot depress the paddle switch. The FECU can hold up to 15 pre-programmed set ups which can be
activated at the touch of one button. The FECU control display is also reproduced via telemetry on a monitor in the
FTCR.

21.  Flutter flight testing consisted of sinusoidal sweeps and single frequency dwells conducted over a range of
altitude  dairspeeds. The test points were divided into distinct dynamic pressure groups with each group
representing a higher dynamic pressure zone. The FECU was the primary mode of inputing in—flight aileron
excitation while stick raps had to be used when testing was carried out beyond the normal acceleration limits of the
FECU. Functional check of the FECU, including the built-in safety features, was carried out by the pilot on each
flight prior to commence flutter testing. Upon clearance from the flight test controller in the FTCR, the pilot
proceeded with the mission. Symmetric or antisymmetric excitations were used at different fue] states and aircraft
attitudes to excite the mode of interest which was a function of the configuration and the flutter mechanism
involved. Sweeps were used to determine resonant frequencies while dwells provided the damping characteristics
at and near these frequencies. Engineers in the FTCR constantly monitored key parameters using strip chart
recorders and lissajous displays. Review of near real~time transmissibility plots ( T-plots) was performed as sine
sweeps were completed and review of decay trace was carried out during dwell excitations. The flutter speed was
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determined through extrapolation of the flight test data using the Zimmerman flutter margin method and through
correlation with the various flutter analyses. When it became too difficult to follow both damping modes with the
Zimmerman method, testing continued by tracking only the lesser damped mode. Both McAir and AETE flutter
engineers analysed and reviewed the processed data after each flight and test points from the subsequent higher
dynaric pressure zone were selected for the next test sortie. The last test points consisted of a series of dives
performed at maximur. velocities from 30,000 feet to 5,000 mean sea level (MSL) with one second dwell

* excitations at selected altitudes. This was performed to demonstrated flutter free operations of the configuration

tested.

22.  Thepre-flight flutter analysis predicted that full 480 gallon EFT was the critical tank fuel level for flutter
testing regardless of the configuration flown. Flutter testing of configuration 1 confirmed this prediction. The
flight test projected flutter antisymmetric flutter speed for configuration 1 correlated well with the analytical
prediction, and allowed flight to the full CF~18 tank envelope. The stability of configuration 1 was also verified by

" low level flight to maximum velocity and demonstration dives out to the allowable flight limits, with acceptable

modal damping being exhibited in 4l cases. However, flutter testing.of configuration 2 (Figure 4) showed that
half full 480 gallon EFT has the lowest projected flutter speed. A near flutter onset condition was observed during
a dwell excitation at maximum velocity and low altitede. Real-time monitoring of wing gauge outputs (Figure 7)
indicated a significant reduction in damping resulting in the test point being aborted. Previous testing with full 480
gallon EFT was successfully completed at similar test conditions. The flutter mechanism involved wing first
bending and fuselage first lateral bending modes, as predicted by analysis. This lower flight test projected flutter
speed will result in a carriage speed restriction for that particular configuration. The demonstration dives for this
configuration 2, carried out at various fuel states, were successfully completed to expand the higher altitude
envelope out to the specified Mach number. The remaining flutter flight testing proceeded quickly and without
incident. The use of aerial refuelling helped expedite the flutter test program specially for the test points involving
high drag configarations where a minimum of 5000 1b internal fuel was required.

23.  Active Oscillation Control (AOC) testing. When configured with heavy stores on the outboard pylon and
wing tip missiles on, the CF-18 encounters a 5.6 Hz limit cycle oscillation (LCO). Unlike flutter, LCO is nc*
divergent in nature but creates unacceptable lateral oscillation levels in the cockpit which affect pilot performance.
This phenomena, characterized by wing first bending and torsional motion which couples with the fuselage to
produce lateral fuselage bending, is caused by a structural/aerodynamic interaction which excites the
antisymmetric outboard store pitch mode. This oscillation is suppressed by the AOC system which is implemented
in the CF-18 FCS. The AOC system is automatically activated when the aircrait is flying below 9,000 ft MSL or
above 0.82 Mach and for heavy outboard stores configuration with wing tip missile on. The AOC system is
essentially a feedback loop integrated into the FCS which senses the forward lateral accelerations, passes the signal
through a passive bandpass filter, then through a phase shifter and output to the aileron to suppress the oscillation.
The oscillation is aggravated slightly by an inboard fuel tank and since it is not predicted analytically, the
certification of a 480 gallon EFT required flight testing to verify that the current AOC system adequately controls
the oscillation with the larger fuel tank installed. 1he configuration used for AOC testing is depicted in figure 4.
Flight testing was also conducted with the AOC system deactivated under similar flight regime so that a system
effectiveness assessment could be made. A slight modification to the flight control computer wiring was required
to disable the AOC system in—flight. The test approach consisted of flying symmetric manoeuvres under
increasing normal acceleration and Mach number while simultaneously exciting the structure through lateral stick
raps. The pilot seat lateral accelerations were monitored by engineers in the FTCR using strip charts recorders. A
soft limit of 0.15 g lateral acceleration was defined as the abort criteria. Simulated weapon delivery manoeuvres
using 20 to 35 degree dive angle and maximum velocity were performed to demonstrate the AOC sysiem
effectiveness. For most flights the AOC system was effective in reducing the 5.6 Hz LCO to within acceptable




levels (Figure 8). However, relatively high 5.6 Hz oscillation levels remained with half full 480 gallon EFT at igh
speed and low altitude. Flight restrictions will be required to maintain the oscillation levels within acceptable
limits.

24,  Manoeuvring Loads Testing. Extensive loads testing was required to demonstrate the safe manoeuvring
envelope of the 480 gallon EFT since it is heavier and larger than any other stores flown on the CF-18. The
manoeuvring loads testing was divided into two separate parts. The centreline carriage loads testing was carried
out on aircraft CF-188701 while the wing carriage loads testing was done using aircraft CF~188907. Each
aircraft had different specific instrumentation added to its basic system to support these tests. For flight safety
reason centreline loads testing were combined with stability and control (S&C) testing to form a carriage test
matrix. This was necessary as some of the Joads test points required aircraft attitudes and flight regimes which were
considered critical for aircraft departure and similarly some S&C test points were loads critical. Hence, it was
common to have loads and S&C test point intermixed in one test card. However, the S&C issues will be reported in
a separate section of this paper. The configurations selected for centreline and wing carriage loads testing are
depicted in figure 4. The testing consisted of a build~up approach based on both progression in dynamic pressure
and criticality of the manoeuvre performed including the amplitude of the control input. Once stabilized at a flight
condition, the pilot performed certain manoeuvres known, from previous flight test program, to induce large
loading at the pylon/aircraft interface. These included steady state pull-ups, wind--up turns (WUT), steady state
push downs, 1 g 360 degree rolls, -1 g 180 degree rolls, rudder kicks, and rolling pull-outs (RPO). After a test
point, the data was reviewed by McAir and AETE engineers in the FTCR and the test controller cleared the pilot to
the next test point.

25.  Centreline Carriage Loads. Aircraft CF-188701 was specially instrumented with an aircraft centre of
giavity accelerometer and approximately 30 strain gauges for in—flight strain monitoring at designated critical
locations in the centreline pylon, pylon adapter and at the aft attachment fuse. The gauges in the centreline pylon
adapter were installed in an attempt to provide real-time measurements of load data through gauge calibrations.
This method of measuring centreline loads had the advantage of being quick and allowing for immediate clearance
to the next test point. However, the confidence in using this method was relatively low because of the limited
instrumentation used in the calibration process. The second method used to obtain centreline loads values was the
trajectory analysis. This method uses measured aircraft flight path with previously darived wind tunnel data to
compute inertial and aerodynamic forces, and ultimately to calculate the pylon/aircraft interface loads. This
technique requires a considerable amount of post-flight data because of the large number of time slice within one
manoeuvre. All centreline loads testing was carried out using a three fuel tanks configuration with the centreline
fuel quantity ranging from full to empty while the wing tanks remained empty.

26.  Atotal of nine test sorties were required to complete the centreline loads test matrix. The first flight
indicated that the centreline adapter strain outputs were only producing 10 percent of their expected values. Owing
to time constraints it was then decided to proceed with the testing using the trajectory analysis method to derive the
loads data. In themean time, AETE found that the strain value range supplied by McAir were erroneous by a
factor of 10. Corrections were made to the instrumentation gains but these gauges still only provided limited data
because they were installed in an area too far away from the main load path. Hence, the trajectory analysis was the
only reliable method to obtain centreline loads values.

27.  The first two flight were carried out with the centreline tank filled up with 2600 Ib of fuel (400 US
gallons). Post-flight data analysis revealed that the centreline pylon aft attachment bolt had reached 108 percent
its design load limit during a 360 degree, full aileron roll. On the same manocuvre, the centreline pylon strain
gauges, located at a critical fillet radii, was estimated to be over twice the maximum strain value predicied by
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McAir pre-flight analysis. Some of the strains recorded were well beyond the yield point of the material. The
pylon was removed and inspected using non-destructive techniques (NDT) and no defect was found. However,
in view of the inconsistency between the predicted attachment strain values and those measured in flight testing,
the centreline loads test matrix was completed with an empty centreline tank. A usable flight envelope was
determined using the trajectory analysis method and analytically include fuel to predict attachment loads for a full
480 gallon EFT. It should be pointed out that even with an empty 480 gallon EFT, the centreline pylon strains at
the critical fillet radii were near the maximum allowable level predicted by McAir. One of the reasons for poor
correlation between predicted and flight test strain values is the lower two~dimensional stress concentration factor
used by McAir in their analysis applied to a critical region featuring double curvature (three-dimensional). Also
itis quite possible that the centreline Joads mode! is erroneous by itself. Nevertheless, previous flight testing
conducted at AETE has revealed that this problem was not unique to the 480 gallon EFT but also applied to the
330 gallon EFT currently used by the CF. A structural loads monitoring program has been established and the
impact of these high strains manoeuvre on the fatigue life of the CF-18 is being investigated.

28.  WingCarriage Loads. In support of these trials, test aircraft CF- 188907 was configured with two specially
instrumented wing pylons. Each pylon were modified with several strain gauges at McAir. These calibrated
gauges enabled real-time measurement in the FTCR of load data at the pylon hook, pylon post roll moment, pylon
post pre-load, aft attachment vertical and side loads, and aft tie fuse load. Later in the test program, aircraft CF-
188907 was also fitted with five strain gauges in the critical radius of the wing pylon receptacle to verify that pylon
measured loads were within the maximum permissible strains of the wing pylon receptacle. As per the centreline
loads testing, symmetric and asymmetric manoeuvres that were not considered to be departure critical were carried
out first while the remaining test points were performed after the S&C flight testing was successfully cornpeted for
that configuration /manoeuvre. The wing carriage loads test matrix and manoeuvres performed were similar to
that cf the centreline testing. Because real time monitoring of the pylon/wing interface loads was available and the
confidence level of the instrumentation used was much higher than that of the centreline pylon, a more practical
build~up approach was used to expand the 480 gallon EFT wing carriage envelope during flight testing. Upon
review of the data by both AETE and McAir engineers in the FTCR, the test controller cleared the pilot to proceed
with a more critical test point. Generally, envelope expansion was carried out in build—up increments of 0.5 g for
symmetric manoeuvres keeping the entry conditions constant. Asymmetric manoeuvres used similar busld—up
increments but also performed the manoeuvres using half control inputs first followed by full control inputs. This
was continued until either a limit value was exceeded or if the next test point was likely to have overshot any limits.

29.  Thewingcarriage loads testing was uneventful until a premature failure in the port inboard wing pylon
receptacle was discover after the test aircraft had safely landed from its last manoeuvring loads mission. This
failure was transparent to the engineers manning the FTCR as well as to the test pilot. The crack was discovered
during the post-flight routine check as fuel was found leaking from the pylon receptacle area. Since the cracked
receptacle (Figure 9) is an integral part of the number three wing spar, the entire inner wing had to be removed and
shipped to McAir for repair. A new port inner wing was installed and testing was resumed after a three month
delay. Part of this delay was because of the installation of strain gauges on the inboard starboard wing pylon
receptacle to monitor and coorelate receptacle strain levels with pylon hook loads. Also the replacement inner
wing was a production non-instrumented item which had no provision for installation of test instrumentation.
However, the existing instrumentation in the starboard wing was similar to that in the original port wing and, after
are~calibration of the instrumented pylon on the starboard side, testing was resumed using the starboard wing
vice the port wing to collect flight test data. A pylon receptacle strain survey was carried out using full 330 gallon
EFT Symmetric WUTs and Asymmetric RPOs were performed at various load factor and the receptacle strains
were plotted as a function of pylon loads (Figure 10). This survey provided data which permitted to correlate, by
extrapolation, pylon loads flight test data from previously flown missions to receptacle strain levels. This exercise
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showed that even the maximum pylon hook load values previously recorded was well within the allowable yield
strain level of the receptacle and that it should have not failed from the 480 gallon EFT loads alone.

30.  McAir conducted and extensive investigation as to the cause of this premature failure (Reference 2).
Several fatlure causes were investigated including stress corrosion cracking, low cycle fatigue and static overstress,
although the design loads for the wing spar receptacie had never been exceeded during any parts of this test
program. During disassembly of the wing pylon receptacle, the beryllium~copper wear that attach to the lower
flange (the siil which the.pylon hook bears on) was installed incorrectly. The wear plate are installed correctly
when its thin edge is Jocated inboard as shown in figure 11 (the wear plate angle is exaggerated for better
visualization). The localized wear surfaces and crack observed on the wear plates is reproduced in figure 12.
Further investigation by the CF revealed that other CF~18 aircraft also had incorrectly installed wear plates. Upon
further review of historical data by McAir it was discovered that a USN F/ A-18 had suffered a port wing failure in
virtually the same location as CF-188907. Fractographic inspection of the failure indicated that both failure were
identical; however, it could not be ascertained if the wear plate on the USN aircraft was installed incorrectly. The
findings of the McAir investigation were that no material discrepancies were found and that there was no evidence
of stress corrosion cracking or fatigue. The investigation report conclusion states that the pylon receptacle failure
on CF-188907 was owing to static overload and was precipitated by a reversed wear plate. The expected fatigue
life of the CF-18 inboard pylon receptacles, with the wear plate installed correctly, was determined to be well
beyond the life expectancy of the aircraft. )

31.  StoreEjection Dynamic Loads. Previous testing and analysis indicated the need for store ejection dynamic
loads flight testing because of the load increment caused by the dynamic response of the structure during store
ejection. Hence, these tests were carried out to obtain flight test data to establish release load factor limits of
selected CF-18 outboard wing pylon stores while retaining 480 gallon EFT on the inboard wing pylon. Although
the tests were performed using full 480 gallon EFT, allowable limits were analytically derived for full. partially
full and empty 480 gallon EFT. These tests were carried out on CF-188907 after the wing pylon receptacle failure.
Therefore, not only pylon hook loads were monitored but also the receptacle strain levels. In addition,
accelerometers were installed on the starboard wing tip, wing fold, outboard pylo., and on the nose of the
starboard 480 gallon EFT. The FTCR was used to monitor all store ejection dynamic loads sorties with the critical
parameters being pylon hook load, pylon aft attachment vertical and side loads, and pylon receptacle strains.

32.  Theejection of a stora produces a transient response on the aircraft structure and retained stores/pylons
which can be separated into steady-state and dynamic components. The steady state component consists of inertia
and aerodynamic loads occurring just before the store release. The dynamic component results from the ejector
piston force, the sudden weight released from the wing, and the application of the unbalanced airloads as lift
exceeds the inertia load immediately after the stores are released. As a result it was necessary to use a build-up
approach increasing normal acceleration at release. Two critical configurations (Figure 4) were identified for
testing; the release of two MK ~84 in salvo and the ripple salvo release of four MK~83 with 200 millisecond release
interval. Pre-flight analysis indicated that the release interval was an important factor in the severity of the
resulting dynamic loads. The analysis dictated that 200 millisecond was the most critical release interval for that
particular MK -83 configuration, even more so than the MK-84 salvo release at the same load factor. All releases
were carried ont at the same flight conditions except for load factor which was progressively increased based on the
results of the previous drop. The store ejection dynamic loads testing was complete quickly without major
unserviceabilities. The flight test data showed, as expected, that the pylon hook loads and aft attach vertical loads
were the most critical components. The maximum inboard pylon hook loads measured if flight were considerably
less than predicted values and contrary to the pre—flight analysis the salvo release of two MK -84 bombs was
indeed more severe than the ripple salvo release of four MK-83 bombs with the most critical release interval
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setting as shown by figure 13. The inboard pylon vertical aft attach limit loads was exceeded by four percent
during the last MK -84 rclease sortie. This limit was driven by the pylon structure and not the wing interface, both
inboard pylons were checked and no irregularities were found. The final normal accelerations recommended for
store release in the presence of the 480 gallon EFT are limited by the pylon aft attachment which is definitely not
the pylon primary load path. This stresses the importance of harmonized aircraft design in that a secondary
structure should not testrict the employment of the primary structure to its full potential.

33.  Stability and Control Testing. The larger size and fuel weight of the 480 gallon EFT dictated that the
effects of this new tank on CF-18 stability and control (S&C) characteristics be evaluated. As previously
mentioned, S&C testing was integrated into the manoeuvring loads tests to form a safe carriage test matrix. The
specific objectives of these flight trials were to determine and demonstrate a departure free cnvelope for the CF-18
loaded with 480 gallon EFT configurations as well as to evaluate CF~18 flying qualities with such configurations.
Both CF-188701 and CF-188907 were used for these trials. Special instrumentation included a flight test nose
boom with pitot head, total temperature probe, AOA and angle of sideslip vanes. Testing consisted of evaluating
the flying qualities and departure resistance of the selected 480 gallon EFT configurations using a build-up
approach in a series of standard test manoeuvres. These manoeuvres included level accelerations/ decelerations,
control doublets, steady heading sideslips, WUT, rudder rolls, lateral stick rolls, coordinated rolls, cross control
and several operational mission tasks. All these were performed at various flight regimes and flap/gear
configurations. The production aircraft yaw rate tone threshold was used as a soft flight test limit for yaw rate.
After review of preliminary {light test results the sideslip angle test limit, initially defined, was slowly increased by
50 percent, using one degree increments, because the original limit was reached with less than full ruddes pedal
deflection early in the S&C testing,

34.  Thethree empty 480 gallon EFTs S&C configuration (Figure 4) was determined to be the worst case for
lateral-directional stability and henceforth was flight tested on both siugle~seat and dual-seat aircraft. Provision
was made to replace the centreline 480 gallon EFT with a 330 gallon EFT if aloads or S&C limit was encountered,
since the centreline 480 gallon EFT was a RAAF configuration only. When the RAAF withdraw from this
program, all subsequent testing were carried out with a 330 gallon EFT on the centreline. Baseline flights with
three 330 gallon EFT's were performed as a benchmark for the qualitative evaluation of aircraft flying qualities
with 480 gallon EFT. Because of the reduced directional stability of the dual-seat aircraft, and unavailability of
wind tunnel data for the three tank configuration, two flights were flown with only two 480 gallon EFTs on the
wing stations as a build—up for departure resistance. All end points of the test matrix were flown with 3000 1b totai
fuel or less to verify the departure free envelope at the aft CG conditions. The interdiction S&C configuration,
which includes three 480 gallon EFTs and four MK~83 bombs (Figure 4), represented the worst case for
longitudinal stability at low fuel state (aft CG) and was only tested on the dual-seat CF-188907.

35.  The S&Ctesting was completed without aircraft departures and a departure free envelope for the CF-18
configured with 480 gallon EFT was dctermined. Overall the flying qualities of the CF~18 configured with 480
gallon EFT was similar to that of comparable 330 gallon EFT configurations. Apparent lateral directional stability
was positive on both the single and dual aircraft at all AOA and for all configurations tested. Regions of negative
airframe lateral-directional stability were observed in mid to high AOA because of the large adverse yawing
moment of the aircraft rolling surfaces. In all occurrences the FCS was successful in turning these instability
regions transparent to the pilot. One coordinated input 360 degree roll performed in the high subsonic, mid AOA
region resulted in a 30 degrees/ second yaw rate build~up. Post-flight data analysis revealed that the very large
provesse contribution of the rudder, commanded by the full rudder pedal input, was fundamentally responsible for
the overall high level of yawing moment and yaw rate observed. Although the aircraft remained quite controllable
throughout this manoeuvre, it was decided nevertheless to include a note in the AOI advising the pilot of these
potentially high yaw rate flight regimes and manoeuvres.
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36.  Pitch response and damping were satisfactory on the single and dual aircraft for all 480 gallon EFT
configurations at most flight conditions tested. Pitch response became quite sensitive above 0.8 Mach and high
AOA with AOA soft limits ofien overshot. However, the aircraft never departed and the pilot always regained
precise pitch control. Review of the flight test data revealed several regions of negative airframe stability mostly
above 20 degrees AOA and high subsonic Mach number. One of the most interesting phenomena observed during
this test program was a longitudinal stick reversal experienced by CF-188701 with three 480 gallon EFT during a
WUT at 0.8 Mach/ 35,000 ft. Post~flight data analysis confirmed this negative apparent longitudinal stability
(Figure 14). Further review of the data indicated that this pitch up phenomena was partially caused by the
quickness of the manoeuvre relative to the Iarge time constant of the filtered AOA to the trailing edge flap (TEF)
controller. Review of the TEF position relative to the AOA showed deflections much greater that the scheduled
position as the manoeuvre progresses (Figure 15) which significantly increased the nose up pitch moment. The
controf-laws of the CF-18 are based on a comrhanded load factor system which in theory should provide the
precise load factor at all times such that stick reversal should not happened. However, as the aircraft enters the
region of airframe instability, the trim stabilator requirement changes from trailing edge up to trailing edge down.
This momentary imbalance, aggravated by the previously mentioned TEF lag, results in a pitch~up, although the
pilot holds a nearly constant longitudinal stick input. The natural reaction of the pilot is then to introduce forward
stick to augment the control laws. McAir is confident that, given enough time and oscillations, the control laws
should have eventually seek out the commanded load factor. Although the pilots have found these localized pitch-
xp phenomena bothersome, they were not considered hazardous. An AOl note advising the pilot about the pitcn~
up tendency of the CF-18 configured with 480 gallon EFT in certain flight regime will be recommended.
Basically the departure free envelope for the CF~ 18 with 480 gallon EFT is practically identical to that of the CF--
18 with 330 gallon EFT.

37.  Lift-off speeds using military power and maximum power were recorded for several aircraft
configurations throughout this test program. In general, carriage of full 480 gallon EFT resulted in normalized
take—off speeds comparable to that of the 330 gallon EFT. A consistent trend depicted in the analysis of the take~
off data indicates that the aircraft operating instructions (AOl) are in average 6 knots lower than the normalized
flight test data. It is recognized that take off testing intrinsically produce large variances; however, three test pilots
were involved in tkis testing and all were briefed to use 12 degree nose—up stabilator initial trim with full aft stick
deflection during take off roll, yet hardly none of the test point recorded had a take—~off speed less than that
published in the AOX Further testing to spot check the validity of AOI take~off data will be recommended.

38.  Separaticn/Jettison Testing. The separation/jettison (Sep/Jett) testing were performed to demonstrate
safe jettison of the 480 gallon EFT from the CF-18 aircraft and to compare the tank flight separation results with
those predicted using the wind tunnel database and McAir six degrees of freedom (SDF) computer code. The pre~
flight analysis conducted by McAir identified a total of seven jettison trials for flight testing; five from the wing
stations and two from the centreline station. The later was deleted from the Sep/Jett test matrix as a results of the
RAAF withdrawal from this program. All Sep/Jett testing was carried out on CF-~188701 equipped with a flight
test nose boom. In addition, three photosonic 1PL high speed cine cameras were installed on the starboard wing tip
missile launcher while a fourth camera was located at the keel position. The tip carneras were calibrated so that
their film could be used to provide SDF trajectories through photometric data reduction. Each of the 480 gallon
EFT dropped during thess trials were prepared with numbered decals to aid in the photometric data reduction. All
jettison were done with empty and purged tanks since this was the predicted worst case fuel level. The FTCR was
used to monitor the trials.
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39.  The overall test approach used a build-up procedure increasing Mach and airspeed independently by
varying the release altitude and finishing with an end point demonstration. A total of four ejected and one
auxiliary release (non—-ejected) of 480 gallon EFT were successfully demonstrated during this test program. The
auxiliary jettison of an empty 480 gallon EFT from the CF- 18 wing station was carried out once good correlation
was established between flight test data and McAir's SDF computer program predicted separation trajectories. The
last jettison trial was conducted with two MK -83 low drag bornbs on a vertical ejector rack (VER ) mounted on
thé outboard wing station adjacent to the jettisoned 480 gallon EFT. To distribute the aerodynamic asymmetry
between take~off and landing, an empty 330 gallon EFT was loaded on the port inboard wing station of the test
aircraft and retained throughout the flight. All releases were carried out with flaps and landing gear up. At the
highest dynamic pressure release, the tank aft end projected several inches above the plane of the wing pylon lower
surface. Although this area is used by the TEF when fully deflected, at such high dynamic pressure the TEF are not
deflected enough to be in the area of concern. However, the jettison of the 480 gallon EFT with the TEF fully
deflected may be hazardous and an AOI warning to that effect is warranted. Overall, the 480 gallon EFT
separation photometric data adequately matched the separation trajectories predicted by McAir’s SDF computer
program with some variations in pitch rate and yawing tendency of the 480 gallon EFT. The larger predicted
angular motion may be attributed to the tank deforming under the ejector area thereby absorbing some of the
ejection force. But most probably, the variance in angular motion may be from the different magnitude of the full
scale aerodynamic characteristics from the predicted values since wind tunnel data was only available up to 35
degree pitch attitude. Nevertheless, the ejected and auxiliary jettison envelopes of the 480 gailon EFT on the CF-
18 were successfully demonstrated to the desired limits.

40.  Performance Testing. Limited performance testing was conducted to verify the wind tunnel predicted drag
indices for various 480 gallon EFT configurations. At atypical cruise condition, the predicted drag increment for
the 480 gallon EFT from wind tunnel testing was reported (Reference 3) to be three counts higher for centreline
carriage and 13 counts more for two wing carriage than a similar configuration using 330 gallon EFT. All
performance sorties were flown on CF-188701 configured with a flight test noseboom. Apart from this flight test
noseboom, which had a dragindex (DI) of 1.3, the test aircraft was representative of a fleet aircraft. Performance
data was gathered during five flights using level accelerated flight and stabilized level flight using the constant
weight to pressure ratio (W/§8) technique. Owing to the limited number of flights available and the several
configurations to be tested only one weight, 34,000 Ibs, and one altitude, 25,000 ft was verified in flight. Because
of the lack in the trust measuring devices on AETE's instrumentated aircraft and the non-residency of a CF-18
trust deck at AETE, data reduction was rather archaic. It consisted of extrapolating drag indices from the AOI
based on a measured Mach number and calculated fuel flow from fuel quantity variations over a two minute time
period. A sensitivity analysis was performed and the flight test derived drag indices were estimated to be within
seven counts of the true value at 0.8 Mach.

41.  Theclean aircraft, configured with only wing tip missiles, was first tested to verify the baseline drag index.
The result showed that the baseline aircraft had an average DI of 25. This was approximately 15 drag indices higher
than the expected value, accounting for aircraft modifications, fuselage launchers and flight test noseboom. The
difference in the DI was attributed to normal inservice degradation of the aircraft performance. Similar results
were obtained during a subsequent performance test prograrm carried out to evaluate the CF-18 performance at
low altitudes for various configurations including the 480 gallon EFT. Thus, a basic aircraft DI was recommended
for insertion in the performance part of the AOI. Contrary to the AOI which considers the DI to be independent of
combat radius predictions from these AOL. However, test data indicates that this assurption may be considered
valid for flight regime anywhere between 0.7 and 0.92 Mach. Essentially the flight test data showed that, allowing
for the baseline offset and at a typical cruise condition, the actual DI for the 480 gallon EFT configurations closely
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matches the McAir predicted values. The flight test performance results also confirmed the predictions that a CF-
18 configured with two 480 gallon EFTs was essentially the same DI as a three 330 gallon EFT configuration.
Since these two configurations carry similar amount of fuel, the utilization of two 480 gallon EFTs has the
advantage or freeing up one additional weapon station for an increased payload capability. Overall, the limited
performance data gathered during this test program have indicated that the carriage of 480 gallon EFT instead of
330 gallon EFT substantially increases the range and endurance of the CF-18 aircraft.

SUMMARY

42.  Thisflight test program was successful in demonstrating safe carriage and jettison of a composite 480
gallon EFT for the CF-18 aircraft. A reccmmendation will be forwarded to NDHQ so that a certification
clearance can be issued. A total of 98 iest sorties were flown on CF-188701 and CF-188907 in support of these
trials, 34 for flutter, AOC and SMI, 28 for S&C, 18 for manoeuvring loads, six for dynamic loads, five for Sep/Jett,
five for performance, and two for wing receptacle strain survey. Except for performance testing, most of these
flights required a safety /photo chase aircraft.

43.  Theminor deficiencies identified throughout this test program on the prototype 480 gallon EFT have been
corrected on the production model. The EMI/EMC concerns with this composite material tank were addressed by
incorporating an EMI low pass filter on the fuel quantity probe and including a metal based wrapping near the tank
surface. Most EMI/EMC testing were repeated with this improved design with the final test currently being carried
outat AETE.

44.  Datagathered from all analysis, ground and flight tests have indicated that the 480 gallon EFT is a viable
option for the CF~18 aircraft. As predicted analytically, no SM! will occur from the carriage of this tank. Minor
speed limitations will be required for certain configurations based on the flutter and AOC test results. The higher
than predicted strain values from the centreline loads testing may 1esult in additional flight restriction if centreline
carriage is reconsidered, but as previously mentioned centreline carriage was not a Canzdian driven requirement.
The wing inboard pylon receptacle failure will not restrict the wing carriage of the 480 gallon EFT since this failure
was attributed to an incorrectly installed wear plate. Based on the dynamic loads flight test results, the wing pylon
aft attachment load limits will somewhat restrict the permissible normal acceleration for cutbo..d store releases in
the presence of 2 480 gallon EFT. Safe separation and jettison of the tank was demonstrated to the desired limits
. and performance testing has shown that the use of 480 gallon EFT increases the range and capability of the CF-18
aircraft. The follow-on test program, currently under planning, will establish a full clearance for employment of
various stores adjacent to the 480 gallon EFT. Overall, this test program provided AETE personnel with valuable
experience which will most likely be reflected in future store certification programs.

REFERENCES

[1] MIL-STD-1289A, Military Standard Grsund Fit and Compatibility Tests of Airborne Stores, 11
November 1976

{21 McAirLetter M47-330-19537, Results of Canadian Aircraft CFB7 Inboard Pylon Receptacle Failure
Investigation, 11 August 1989

{3}  McAir Report MDC B0024, Stabiliiy and Contro] / Drag testona Six-percent Scale F/A-18 Model With
External 480 Gallon Fuel Tanks in the Calspan Eight~foot Transonic Wind Tunnel, 15 March 1987
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CLEARED FOR PUBLIC RELEASE
THE ROYAL AUSTRALIAN AIR FORCE
AIRCRAFT STORES GLEARANCE PHILOSOPHY
BY
WING COMMANDER J.W. STEINBACH
DIRECTOR OF WEAPONS ENGINEERING
HEADQUARTERS LOGISTICS COMMAND

ROYAL AUSTRALIAN AIR FORCE

INTRODUCTION

The Royél Australian Air Force has a strength of around 20 000 permanent
m2mbers and operates aircraft in the following force element groups:

Tactical Fighter MCDONNELL DOUGLAS F/A-18 HORNET
Strike/Reconnaissance GENERAL DYNAMICS F111C/RF111C
Maritime Patrol LOCKHEED P3C/P3W ORION

Transport DEHAVILLAND OF CANADA DHC4 CARIBOU

LOCKHEED C130E/H HERCULES

Training AFRMACCHI MB326H
PILATUS PC-9/A

As well, through a Memorandum of Understanding between the Chief of the
General Staff znd the Chief of the Air Staff, the RAAF -exercises logistics
responsibility for Avmy aircraft. These include:

SIKORSKI S70A Blackhawk

AEROSPATIALE AS350B Ecureuil

PILATUS PC-6 Porter

AEROSPACE TECHNOLOGIES OF AUSTRALIA Nomad
BELL UH-1H Iroquois

Although RAAF and Amy aircraft are predominantly of US origin, some have
been sourced in Europe while at least one is wholly Australian in design.
In theory we would like to think that this eclecticism is to our advantage
in that we acquire weapons systems that most closely satisfy our
operational requirements at the best price. From an airworthiness
perspactive, this variety of sources means that we need to acquaint
ourselves with the philosophies, standards and practices that apply in the
countries of their origin. This is not necessarily bad because it enables




us to compare different approaches, selectively adopting what we think are
the best features of each for ourselves. The other side of the picture is
that from this derivation we may have created a system which is overly
conservative with an in-built rigidity and inflexibility, one that cannot
always react quickly enough in the event of some contingency.

While on eclecticism, I should add that while we naturally favour procuring
stores and weapons that have been cleared on the type in its country of
origin we often require stores or specify stores configurations to meet a
peculiar Australian requirement. Our configurations or loading patterns
can be therefore quite unique. For example we are presently working on a
mixed stores clearance on the F111C that features Captive Carriage AIM-9L/M
Sidewinder missiles, Harpoon Captive Carriage Weapons Systems (a Harpoon
Simulator) and SUU-20A/A Practice Bomb Dispensers to allow our crews to
undertake a variety of training missions in one sortie. It can also be a
convenient way of transporting such stores on deployments.

We have cleared US-sourced aircraft stores on European aircraft (and
occasionally vice-versa) and even a USN digital electronic weapon on a USAF
analogue electronic aircraft, as we did with the AQM-84A Harpoon anti-
shipping missile on the F111C, to provide this aircraft with a maritime
strike capability. This brings me to another feature of our airforce:
smallness, which can have a number of effects., It provides a rationale
although not a very satisfactory one, to 'multi-role' our aircraft so we
need to come up with some fairly original configurations (as with the
Harpoon on the F111C) and bear the consequences of having to fully
integrate systems intio aircraft by ourselves. This naturally conflicts
with another consequence of 'smallness', namely a limited capacity for
conducting flight trials which is now compounded by reductions in flying
hours available for flight test purposes. For example, flight testing of
F/A-18 aircraft gets done at the expense of operational training as there
are no dedicated test aircraft assigned to the trials unit. We do have two
fully instrumented Hornets but these belopg to operational units.
Therefore greater emphasis must be placed on clearing stores and
configurations by other means, notably by analogy. This technique has well
known limitations and its appropriateness to any aircraft stores clearance
must be understood.

Airworthiness Requirements

The Aircraft Stores Clearance (ASC) process is part of the broader
airworthiness function, technical responsibility for which is vested in the
engineering community of the RAAF. It is necessary to briefly review the
RAAF concept of airworthiness as a basis for discussing the ASC process.
Airworthiness is seen as a management system that exists to apply positive

" control over activities essential to safe and reliable air operations.

In the Royal Australian Air Force, the Chief of the Air Staff has statutory
responsibility for airworthiness, for which he is answerable to the
Minister of Defence. That responsibility is delegated, for a new aircraft
project at the procurement stage to the Materiel Division manager, a two~
star officer; while for in-service aircraft, it is assigned to the Air
Officer Commanding Logistics Command (AOCLC), who for entirely practical
reasons, delegates it to his senior engineering officer, the Director-
General of lLogistics Engineering, a one-star appointment. It should be
noted that this is the minimum rank level at which an Aircraft Stores
Clearance can be approved in the RAAF.
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Airworthiness is seen as a concept which in its application defines the
condition of an aircraft's suitability for flight. Furthermore, it forms
the basis for judgement that an aircraft has been designed, constructed and
maintained to approved standards by competent and approved individuals who
are acting as members of an approved organization.

This then is the starting point for arriving, in the general sense, at the
objectives of the Aircraft Stores Clearance process. Wnenever new stores,
configurations or employment limits are being introduced, certain technical
activities must be performed to ensure that prevailing accepted standards
of safety and reliable performance of the weapons system are not going to
be compromised. However, the process goes beycnd simply ensuring
mechanical and electrical compatibility. It requires that all logistics
support for the new store or configuration be provided, and especially that
procedures for store preparation and loading be available. It is in fact
a hard and fast rule in the RAAF that stores cannot be loaded to an
aircraft unless an approved loading checklist exists. It can therefore be
seen that the Aircraft Stores Clearance process is a wide ranging staff
activity which looks at every facet having a bearing on airworthiness.
This 1is accomplished by the use of proformae that require comment from key
systems engineers within the Logistics Engineering Branch who must indicate
whether or not some new stores fit or configuration impacts on the various
sub-systems within their area of responsibility, and if so what they have
done to accommodate the load change.

Objectives

We define an Aircraft Stores Clearance as being the approval to load, carry
and employ (that is release, eject, launch, jettison, or 'captive carry')
aircraft stores within stated limits on specified RAAF and Army aircraft.
An aircraft store, for the purposes of the Stores Clearance is any device,
excluding internally carried air cargo, intended for internal or external
carriage and mounted ‘o aircraft stores suspension equipment, whether or
not the item is intended to be separated from the aircraft in flight.
Aircraft stores can be classified into two categories:

Expendable Stores - which are normally separated from the aircraft in
flight, and include bombs, rockets, missiles, mines, torpedoes, pyrotechnic
devices, chaff, sonobuoys, and signals underwater sound.

Non-expendable Stores - those which are not normally separated from the
aircraft during flight, but which may ke jettisoned in an emergency; such
as bomb racks, cargo pods, target canisters, data link pods, gun pods and
munitions dispensers.

These definitions delimitate the scope of the ASC process. Stores that are
cxternally attached to an aircraft but which are not capable of being
released are not covered. Neither are items extracted from an aircraft by
parachute. To reiterate, before an Aircraft Stores Clearance can be
authorized and issued for a particular aircraft stores configuration, the
airworthiness authority must ensure that certain criteria relating to
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operational, safety, engineering and support issues have been addressed
satisfactorily. The specific and formal objectives of the Aircraft Stores
process are to certify the following.

* That the reéquired aircraft stores configuration car. be
carried and employed safely and reliably to acceptable
aircraft limits.

* That prerequisite aircraft modifications have been addressed
and modification kits, where relevant, are available.

* That operator and maintenance publications including stores
preparation and loading manuals have been issued or amended.

That all other logistics support requirements, including
provision of operator level maintenance special tools, test
equipment, maintenance spares and training have been
satisfied.

Initiation of Aircraft Stores Clearances

In any Aircraft Stores Clearance task we follow one cardinal rule, and that
is that once RAAF has accepted design approval authority, in other words
responsibility for airworthiness, then any proposed variation to the design
including an approved stores configuration, is only ever accepted after a
conscious, and deliberative exercise has been conducted by RAAF engineers.
A corellary to that is that a foreign service Aircraft Stores Clearance is
not in itself an authority for RAAF aircraft to carry or employ stores
covered by that clearance. This means that in practice the Approved Load
Charts appearing in Flight Manuals for aircraft bought overseas simply
don't apply. ‘

To accept a foreign service clearance we are required to obtain and consult
copies of flight tests or any other reports that were used as a basis for
establishing that clearance. This is quite a rigorous process, and only
after we have convinced ourselves that the trials and analyses were
conducted in accordance with standards comparable to our own do we accept
the clearance as valid. ‘Thére are other more practical reasons why we do
not accept a foreign-source stores clearance. We may not use the same
fuze, preferring a mechanical to an electrical one; or we may need to
design a new arming control system. Recently we developed a new MK84 Low
Drag Mechanical Arming Control System or MACS, to overcome a supply
problem. We deliberately try to standardise wherever possible on all
aircraft types. We cannot forget that our F111C is different to the F111
D, E, F or G variants so we often perform flight trials for -weapons
carriage and release to demonsirate that the physical differences between
these models can be disregarded.

Details of cleardnces approved by the RAAF, whether based on in-house
testing or on overseas clear -ces dre promulgated in foreign-sourcc Flight
Manuals in supplementary page.

The need for a new stores clearance generally arises from the
identification of a new capabilitv requirement. While it is possible for
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any unit commander or Headquarters to identif, a new requirement, it
ultimately requires the concurrence of the Deputy Chief of the Air Staff
before clearance action will commence. Once a requirement for the new
capability or expansion of an existing one has been validated, weapons
systems engineering staff will begin the task. As we all know it is
extensive and time consuming. Even for a relatively straight-forward
Clearance which may entail little more than checking the details of a
foreign service Clearance (assuming that flight test reports {rom overseas
are available) may take several months. A complex task (to cite the
example of the Harpoon on the F111C) may take several years, particularly
where carriage and stores release trials are involved.

Progression

Co-ordination of the Aircraft Stores Clearance task is the responsibility
of the Director of Weapons Engineering in our Logistics Command. He is
required to carry out the following functions:

* For overall planning purposes, assess the complexity of the
effort, with an itemised estimated time and cost to complete.

* Conduct a thorough survey of local and overseas data, including
data covering stores qualification trials, ground f{it and
compatibility trials, wind tunnel studies, aeroelastic studies,
weight and balance studies, ballistic drops and any operational
flight programmes. This is aimed to determine the extent if any,
of additional in-house testing required to provide the Aircraft
Stores Clearance.

Co-ordinate feasibility studies and trials of aircraft store

configurations, aircraft stores delivery systems and aircraft
stores. .

From the results of all tests, trials and studies, demonstrate
that the requisite stores configuration:

(1) is functional for carriage and employment within the
operating limits sought, and

(2) does not compromise the airworthiness of the aircraft with
carriage and employment conditions.

Complete all technical administration and co-ordination, including
liaison with all concerned agencies, before seeking formal
airworthiness authority acceptance.

The Aircraft Stores Clearance Certificate

The medium used to progress a Stores Clearance process through the
engineering bureaucracy is the Aircraft Stores Clearance Certificate. Tnis
is really a combination of a comprehensive 'questionnaire' type of
document, and a detailed record of actions taken to complete the Clearance.
Specifically it:
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* details the approved stores configuration in a format appropriate
for incorporation into the Flight Manual, and includes operating
limits (airspeed, roll rate, acceleration and release attitudes)
for ca. ag. and employment of aircraft stores;

* refers to all test reports and engineering studies used to
validate the Aircraft Stores Clearance.

* certifies that all actions prerequisite to the issue of the
Clearance have been completed, and

* certifies that the completed Aircraft Stores Clearance is
operationally acceptable.

This last certification was introduced to 'close-the-loop', so that
operational commanders could endorse what is in effect a recommendation
drawn from a process staffed principally by engineers. Each Clearance

Certificate must also be signed off by each of the four principal Directors
of Engineering who have responsibility for the various technologies, namely
aircraft, avionics, weapons and explosives. Once operational aspe:ts of
the "Aircraft Stores Clearance have been agreed to, the Stores Clearance
Certificate is approved by the airworthiness authority, the Director
General of Logistics Engineering. Amendments to the Flight Manual are then
passed to aircrew publications managers for incorporation. It is at this
stage that the Clearance takes effect.

Once a clearance has been approved, it cannot be amended. To change its
content requires a re-issue which entails following the full procedure.

Some Problems and Prospects

We are painfully aware that the Aircraft Stores Clearance process is too
time consuming, and we frequently receive criticism from operational staffs
that we are not sufficiently responsive to their needs, so we are
continually looking at shortening the time to issue a Clearance.

We have as yet no policies for managing Aircraft Stores Clearances to meet
operational emergencies, but we are now considering abbreviating the
process once we can identify and quantify the risks involved.

With the introduction of digital aircraft, and especially inh the context of
the F111C Avionics Update Programme, a lot more attention has to be given
to operational flight programmes that interact with the weapons delivery
systems. Some thought is being given to qualifying weapons delivery
accuracy under the auspices of a Stores Clearance.

Conclusions

I would like to conclude this presentation not with a summary but by
stating that in Logistics Command, we issue around twenty stores clearances
per year, and that while we may be overly cautious, we are rarely put into
a position where we are required to revise and re-issue a clearance because
of any difficulties encountered during operations. This is not to say that
we have always had trouble-free application, but on balance, I think we
have a viable process which with the refinements I mentioned will continue
to serve the Royal Australian Air Force vell.
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INTEGRATION OF COMPUTATIONAL FLUID DYNAMICS
INTO STORE SEPARATION METHODOLOGIES

George A. Howell*
Jack D. Watts**
General Dynamics Fort Worth Division

1. ABSTRACT

Advances in the technologies of computational fluid dynamics and computer science are examined to show
that the capability to simulate the dynamic separation of weapons from parent vehicles is a near-term possibility.
Progress in recent years is reviewed, and solutions are presented from potential-flow methods, Euler methods, and
Navier-Stokes methods used to compute the mutual aerodynamic interference effects of aircraft and separating
stores. The impact of structured, overset, and unstructured grids on problem solutions is also discussed, as are
advanced computers that may enhance the ability to solve computationally intensive engineering tasks. The
integration of computational fluid dynamics into store separation methodologies is justificd through improvements
in flight safety, turn-around time, and cost,

2. INTRODUCTION

Certain classes of military aircraft are designed for missions that require the inflight release of weapons and
external fuel tanks. In striving for diversity, these aircraft are generally qualified to carry and drop as many
different types of these stores as feasible. Configuring an aircraft to carry stores begins at an early stage in the
design process. Wind tunneli tests are conducted to establish preliminary verification that the stores can be safely
carried and released within a specified range of flight conditions. Final hardware certification procedures require
that flight tests be conducted to verify that the stores can be safely carried and released and to assess the trajectory
of weapons for delivery accuracy. Each store that is to be certified for an aircraft must be tested for-each flight
condition and for each store loading configuration (i.e. for each unique combination of pylon type, store position,
and neighboring stores). These variables can lead to large matrices of flight tests that include the destructive use of
expensive store hardware, in order to qualify a store for use with an aircraft.

In another arena, the explosion of supercomputer computational power in the past decade has provided a tool
for scientists to begin applying computational fluid dynamics (CFD) to many real-world problems that were
previously impractical to solve. In aircraft design, CFD has become an accepted tool for resolving problems in
localized areas of complex flow. Still, much ingenuity is required to obtain successful simulations. The formulation
of the equations of fluid motion to be used (Navier-Stokes, Parabolized Navier-Stokes, Thin-Layer Navier-Stokes,
or Euler) must be carefully matched to the complexity of the flow field as well as the computational resources that
can be applied to the solution of the problem. The status of CFD in today’s aircraft design world can be
characterized as a balance between the extent of the aircraft geometry to be analyzed, the complexity of the
equations to be used in the solution, and the computational resources available.

A CFD method to simulate store scparation will require the handling of complex geometries and moving
bodies. Capabilitics to handle compiex geometries have been demonstrated with several sicady-siate solutions of
the complete F-16 geometry with Euler and Navier-Stokes equations (References 1, 2 and 3). Time-accurate
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solutions have also been made on simple shapes with moving bodies. Today's demonstrated capabilitics of CFD,
coupled with projections for revolutionary enhancements in computer technology, set the stage for development of a
leading-edge capability to accurately simulate the dynamic separation of stores from aircraft.

3. AIRCRAFT/STORE INTERFERENCE EFFECTS

Store separation st. .ws have historically concentrated on the cffects of the parent vehicle on the store
trajectory. First, tests must be conducted to certify that the store moves safely away from the vehicle. And second,
the speed and orientation of the store as it escapes the influence of the parent vehicle must be estimated for use in
computing the store trajectory. Many cases have been documented in which unexpected aerodynamic forces caused
a released store to impact the parent vehicle or miss the target.

In the future, new problems in store separation will be introduced by high: performance aircraft that deliver
stores at supersonic and hypersonic speeds. Since aerodynamic forces on bodies increase approximately in portion
to.the square of the speed, stores that simply drop from an aircraft at low speeds may be unpredictable and fly along
erratic trajectories when released at higher speeds. In addition, large aerodynamic loads on the parent vehicle can
be caused by the shock waves from stores released at high-speed. The impact of this is illustrated below by two of
General Dynamics’ experiences in major aircraft programs,

On the B-58 program, seventy-four supersonic releases were made with configurations involving four types of
weapons and an external fuel tank, A portion of these releases were made to establish the altitude/spced weapons
delivery envelope shown in Figure 1. The original high speed limit was reduced-for several reasons, but below
Mach 1.35, the reduction was due to the acrodynamic loads generated on the wing when the lower component of the
external fuel pod (TCP) was released.
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Figure 1. B-58 Win~ Loads Restricted Weapon Release Envelope

On the F-16 program, fourteen 370-gallon tank drops were made between 1.1 and 1.6 Mach number as
reported in Reference 4. As the tank is dropped, it is pivoted downward about the rear attachment point, as
illustrated in Figure 2, generating a strong shock wave-as it falls away from the wing. The shock wave impinges
first on the wing and then on the horizontal til, producing normal accelerations at the aircraft cg of up to 3.2 g's.
The shock waves from the dropping tank also produced accelerations of approximately 12 g’s on wing-mounted
AIM-9s (stations 3 & 7) and up 0 40 g’s on the tail of wing-tip mounted AIM-9s (stations 1 & 9).
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Figure 2. F-16 Pilot Is Subjected to Strong Accelerations When 370-Gal Fuel Tank Is Released

4. CFD TECHNOLOGIES FOR STORE SEPARATION

Recent advances in the application of CFD techniques for predicting complex aircraft flow fields and
increases in computing power (with accompanying reductions in cost) have made simulation of aircraft/store
separation appear to be practical in the near future. CFD methods used for this purpose can be characterized by the
degree of simplification used in deriving the governing equations of fluid dynamics and by the type of grid that is
used to discretize, or model, the physical space around the aircraft. These two factors are described in this section.

Governing Equations of Fluid Dynamics

The most general form of the governing equations of fluid dynamics is the Navier-Stokes equations. These
equations describe viscous, compressible or incompressible fluid flow. They can simulate a broad class of real-
world aerodynamic phenomena, including boundary layer buildup, flow separation, shock waves, and unsteady
flows. Unfortunately, solutions of the Navier-Stokes equations on grids that can resolve these detailed flow aspects
are very expensive to compute, which forces engineers to consider simplified forms of the equations to reduce cost.
By understanding the predominant flow phenomena present in the problem being solved and choosing the right
simplifications, an experienced CFD practioner can reduce the computer time needed to obtain a solution by several
orders of magnitude, while still modeling the important flow features of the problem. Several widely-used forms of
the governing equations are discussed below.

Navier-Stokes - The Navier-Stokes equations have the most capability to accurately simulate the real-
world aerodynamic phenomena mentioned above. However, they require a dense grid, particularly in the boundary
layer, in order to resolve viscous effects. Although the equations can model the physics associated with the
turbulent phenomena (direct simulation of turbulence), an exorbitant number of grid points and time steps required
render such a solution impractical for complete aircraft. Practical approaches to simulating turbufence are provided
by algebraic and two-equation models. Turbulence modeling is still very much a pacing item for solving fighter
aircraft flow fields.

Euler - The Euler equations are a subset of the Navicr-Stokes cquations that ignore the viscosity of the
fluid. They simulate unsteady, incompressible or compressible flows including shock waves, expansion waves, and
vortices introduced into the flow through curved shocks. These equations do not model boundary layers, flow
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separation, or vortex dominated flows. Solutions using the Euler equations are cheaper than solutions using the
Navier-Stokes equations because the equations are simpler and resolution of inviscid flow phenomena requires
fewer grid points, the syncrgism of which results in large reductions in computer time. Solutions to thesz equations
can be useful in preliminary design environments where a high degree of accuracy is not required andfor viscous
effects are not predominant.

Potential Flow - The potential flow equations are an even further simplification of the Navier-Stokes
equations. They do not model flow field vorticity and assume constant entropy, prohibiting accurate solutions for
strong shock waves, For flows where they are applicable, potential flow solutions are cheaper than Euler solutions
because only one equation has to be solved for each control point, rather than the five equations required for a
three-dimensional Euler solution. An even simpler approximation, linearized potential flow, can be used for flows
that are fully supersonic or fully subsonic (i.e. not transonic). The linearized potential equation can be solved. by
superimposing elementary solutions that are specified on a set of body panels. Only the body needs to be gridded
(paneled), and off-body grid points arc used only for panels that are for flow ficld surveys. Linearized potential
solutions are very incxpensive.

Grid Models

Before an aerodynamic problem can be solved with a CFD method, the geometry and flow field must be
represented mathematically, which can be either a set of grid poirts or a set of surface panels, depending on the type
of fluid dynamic equations being solved. A distinguishing requirement of grid models for store separation problems
is the need to simulate several bodies with large relative movements, Therefore, the grid must dynamically adapt to
the positions of the stores as they move through the flow field. This factor alone makes the selection of a grid model
a critically important decision,

Several other design problems share the need to handle body movement, including the separation of multi-
stage orbital vehicles, escape capsule ejection, control surface deflections for dynamic maneuvering, and wing
flutter. Four types of grid models that have been used for aircraft/store simulations are surface panels, structured
grids, overset grids, and unstructured grids. Examples of the use of these grids are presented below,

Surface Panels - Geometry modeling with surface panels is a technique used in linear potential flow
solutions. Each smooth section of a configuration is represented by a body-conforming network of panels,
Depending on the geometric complexity, complete configurations are typically modeled with from one thousand to
several thousand panels. An application of surface panels in a potential flow solution to the problem of aircraft/store
separation is presented in Reference 5, where the PAN AIR Pilot Code was used to compute the flow field of a store
in two stationary positions near a generic aircraft. The paneling arrangement representing the configuration with
two tandem-mounted stores is shown in Figure 3, A flow field survey was computed for 1.2 Mach at approximately
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Figure 3. Surface Panels Represent A Generic Aircraft With Tandum-Mounted Stores
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one store diameter beneath the configuration and compared with experimental data in Figure 4. The computed flow
ficld pressures show the correct trends and match the data reasonably well. In another serics of computations, the
leading store was kept in the captive position while the trailing store was moved to several locations in the flow field
bencath the fuselage. The aircraft was placed at 2.5 degrees angle of attack, and the store was placed at 6 degrees.
The position of the moving store and the lift forces that were generated on the store are shown in Figure 5. These
results indicate that when the moving store is near the captured store, nonlinear aerodynamic effects are present that

are not simulated in potential flow solutions.
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Figure 4. Computed Flow Ficld Pressures Are Near Experimental Values
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Figure 5. Non-Linear Aerodynamic Effects Are Absent From Potential Flow Calculations




The surface panel approach has several significant disadvantages, including the inability to simulate viscous
effects, boundary layer effects, separated flow, and transonic flow. However, this approach requires little computer
time, relative to other sophisticated techniques, 2nd may be the only practical means for obtaining solutions in some
design environments,

Structured Grids - For satic geometries, multi-block structured grid schemes are the most popular
means currently available for use in solving either the Euler or Navier-Stokes equations. A structured grid for the
centerline plane of an F-16 and a store is illustrated in Figure 6. When the weapon is moved in this type of grid
system, the grid must adapt to the weapon boundary or a new grid system must be generated. CFD codes can be
written to automatically stretch the grid to account for small store movements, but when the grid cells become
highly skewed, the complete grid must be re-generated. This is an overwhelming disadvantage of structured grids
for dynamic configurations. The simulation of a store released from a captive position to a position outside the
aircraft flow field would likely require numerous re-generations of the grid, a very labor-intensive task.

SAB 1LY

Figure 6. Weapon Movement in Structured Grid Systems Requires Stretching Cells or Regridding

An application of a structured grid to a three-dimensional wing/pylon/store configuration is presented by
Whitfield and Thompson in Reference 6. The configuration was comprised of a symmetrical airfoil with a 45-
degree leading-edge sweep, a pylon with a biconvex airfoil shape, and a store represented by an ogive-cylinder
supported with a cylindrical sting joined to the store boattail. A three-dimensional structured grid comprised of
approximately 220,000 points in 30 blocks was used to model the fiow field about this configuration and is shown in
Figure 7.

Two different solutions were obtained for this configuration. The first was a steady-state solution with the
store mounted on the pylon. The second was an unsteady solution accounting for the dynamic movement of the
store as it moved away from the captive position on the pylon. A comparison of computed and experimental surface
pressurés oni the outboard side of the siore are shown in Figure 8,

Overset Grids - The overset grid scheme, commonly referred to as the Chimera Scheme, is a promising
approach that uses multiple overset structured grids to allow relative movement between bodies. The aircraft can be
modeied with a global grid about the aircraft and minor grids about each store. The minor grids are overset on the
global mesh without any requirements for point-to-point matching along the boundaries of the global and minor grid
systems. The minor grids can then be moved freely within the global grid. Figure 9 illustrates this scheme., In a
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Figure 9, Chimera Grid Scheme Allows Minor Grids About Stores To Overset Global Grid

single iteration, the flow solver computes the acrodynamics on the global grid, interpolates for flow properties at the
boundary of the minor grid, computes the aerodynamics on the minor grid, and finally, interpolates the flow
properties at the boundary of the minor grid back to the global grid.

The overset grid scheme allows grids to be generated more rapidly, points to be clustered in critical regions,
and relative movement between .bodies. The primary disadvantage is that a complex bookkeeping system is
required to handle the information exchange between the global and minor grids. This problem is compounded by
the fact that small errors in the interpolation schemes can build into substantial errors during the many iterations
required to obtain converged solutions.

The dynamic simulation of a three-dimensional body of revolution moving relative to a flat plate is presented
in Reference 7. In this example, Figure 10, the store was placed initially at a position equivalent to 15% of the
chord of the store below the flat plate and moved along a prescribed path at the rate of approximately a half chord
length per second, Computed density contours after 660 iterations are shown in Figure 11.

Unstructured Grids - Unstructured grids are an even more promising and newer approach for
simulating dynamic aircraft/store separation that does not impose any order requirements on the distribution or
connection of grid points, such as that imposed by structured grid techniques. This approach offers geometric
flexibility and ease of gridding compared with structured grid methods. Only the surface of the configuration and
the outer boundary of the computational domain must be explicitly defined. Subsequently, unstructured grid
gencration techniques automatically discretize the region with a set of tetrahedral cells. This approach to grid
generation can significantly reduce time to develop complex grid systems. Among the techniques for generating
three-dimensional grids are Octree, Advancing Front, and Delaunay methods.
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Figure 10. Overset Grid For A Store Near A Flat Plate

Figure 11, Chimera Grid Flow Field Solution Of Store Near Flat Plate

In a project at General Dynamics Fort Worth Division, a 2-D unstructured grid was gencrated with a
Delaunay method to represent the symmetry plane of the F-16 and a generic store for a Mach 2.0 Euler solution.
The initial grid was composed of 5,000 points, as shown in Figure 12. The redistributed solution adaptive grid and
the stcady-state flow solution for the geometry with the store in its captive position is shown in Figure 13a. High
pressure gradients near the nose of the store and along shock waves are clearly delineated by the automatic
clustering of the cells.

A major advantage of unstructured grids for aircraft/store separation is that cells can be added or deleted at
runtime to adapt the grid to both flow ficld gradients and moving boundaries. As the store is moved along its path,
the cells are stretched until they meet a skewness criteria. At this point, flow field gradients determine whether the
skewed cells arc split to increase grid resolution or combined with neighboring cells to reduce grid resolution. In
this manner, the local flow field gradients drive the grid density as the solution evolves. The F-16 grid with the store
a substantial distance along its trajectory is shown in Figurc 13b. In this grid, the number of points was allowed to
increase to approximately 10,000 points to improve the resolution of shock waves and to divide skewed cells as the
weapon moved.
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Objectives For A Mear-Term CFD Code

Each of the cxamples shown above (and all cthers in open literature) include simplifications that preclude
accurate predictions for actual hardware releases. However, the capability to accurately simulate aircraft/store flow
ficlds during separation is judged by the authors to be within the near-term grasp of the CFD community. The
approach that should be used is illustrated in Figure 14, First, a steady-state solution should be computed with the
store in the captive trajectory. Then, unstzady calculations should start that include ejection forces on the store, the
inertial characteristics of the store, and unsteady aerodynamic fluctuations. The iterative solution should generally
entail the following four steps:

1. Sum external aerodynamic and ejection forces on the store.

2. Employ the six-degrec-of-freedom equations of motion to compute a new store position after a small
increment in time,

3. Automatically modify the grid to accommodate the: new position of the store. This may entail minor
modifications to the existing grid or periodic major modifications, depending on the type of grid system.

4, With the new grid and the previous CFD solution, compute a new iteration of the solution with the CFD
solver.

5. Evaluate criteria to determine if the store is outside the influence of the parent vehicle.

CFD codes with the capability to perform this task must be able to simulate a wide range of aerodynamic
phenomena and have certein other characteristics relevant to implementation procedures. Some of these issues are
addressed for several combinations of the CFD equations and grid models in Figure 15. The issues involved are
divided into two groups: thoe¢ primarily dependent on the CFD cquations and those primarily ‘dependent on the type
of grid model.

The combinations of equations and grid models in Figure 13 are arranged in order of increasing capability.
But unfortunately, this is also the order of decreasing maturity and increasing computer time requirements.
Potential-flow codes are presently available that can exploit this technology to its fullest extent at reasonable
computer costs. Euler and Navier-Stokes codes are curently available that can produce static solutions on
structured grids with large amounts of computer-time. On the other hand, Euler and Navier-Stokes codes for overset
and unstructured grids promise excellent solutions of the dynamics of store separation, but require extremely large
amounts of computer time and are several years away from a mature capability.

5. COMPUTING POWER REQUIREMENTS

If a time-accurate, turbulent Navier-Stokes code with all the capabilities discussed- above were available, it
could simulate aircraft/store separation, even on today’s supercomputers. However, the large amount of time
required to accomplish this would render the solution highly impractical. The CFD equations and/or the geometry
would have to be simplified in order to keep computer run time at a tolerable level. So, why invest in-CFD codes if
adequate computer hardware-is not available?

Recent history has shown that exceptional increases in computer speed and memory capacity and reductions
in computing cost are realized on a continuous basis. NASA's Numerical Aerodynamic Simulator (NAS) Facility
program plan for 1989 (Reference 8) reported that their eight-processor CRAY Y/MP was delivering one GFLOP of
sustained computing performance at that time. It also projected that new generations of computers would provide
TeraFLOP performance (one trillion operations per second) by the year 2000. The pace of this 1000-fold increase is
shown in Table 1. A computer with this speed could provide for the simulation of entire acrospace vehicle systems

TABLE 1. PERFORMANCE OBJECTIVES FOR NAS SYSTEM

YEAR SUSTAINED GFLOPS COMPUTER
1989 1 CRAY Y/MP
1991 3 UNDEFINED
1994 20 UNDEFINED
1997 100 UNDEFINED
2000 1000 (TERAFLOP) UNDEFINED
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Compatibility Studies

in a few hours. These capabilities are projected to come from advanced commercial systems, which are expected to
be highly parallel. Computer companies are exceeding expectations and are developing systems that may provide
TeraFLOP computing in the 1993 to 1995 time period. Four of these systems are discussed below.

Cray Research, Inc. is working on an advanced computing architecture for the mid-90s that will be a general-

purpose machine with TeraFLOP-class performance for scientific problems. Their C-95 design, for instance, is

‘ expected to have 64 processors, a clock cycle time of 2 nano-seconds, longer vector lengths, an increased number of
parallel pipes per processor, and a reduced number of instructions per floating point operation.
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The Mega Machine is being developed by Thinking Machines, Inc. with a $12 Million grant from the Defense
Advanced Research Projects Agency (DARPA). According to Reference 9, this is to be a TeraFLOP computer
with as many as a million processors. It is based on the Connection Machine, which contains 64,000 simple
processors and performs many tasks at speeds significantly above the Cray X/MP. Unstructured grid CFD codes are
easily adaptable to this type of architecture. A recent publication (Reference 10), indicated that an unstructured grid
solution could be computed about four times faster on a fully configured Connection Machine than on the Cray
X/MP. Furtherniore, new interprocessor communication software promises to increase this factor to about ten times
the Cray X/MP speed.

The Touchstone computer is a promising next generation computer being developed by Intel Scientific
Computers Inc. According to Reference 11, this computer is being partially funded by a $7.6 million DARPA
contract. It will eventually have as many as 2,048 processors, each of which will have power near that of a Cray-1
supercomputer, Plans call for a Touchstone by the carly 1990s with a performance level 50 to 100 times that of the
Cray Y-MP.

Another recent entry into the next-generation supercomputer competition is the DARPA-sponsored DST
computer, which is in the early stages.of development by a tcam composed of Titan Corporation, Supercomputing
Solutions, Inc., and Princeton University (Reference 12). The name DST is derived from the ultimate objective of
the computer, which is to compute direct simulation of turbulence (DST), one of the grand challenges in
computational fluid dynamics. The architecture of this machine is different in that it includes three levels of
parallelism and is being specifically designed for sclected scientific applications, primarily computational fluid
dynamics.

It is obvious that.computers with the power to handle unsteady, viscous, 3D flow field computations with a
reasonable amount of time and money will be available in just a few years. Therefore, the answer to the question
raised at the beginning of this section is, yes, it is worthwhile to invest in CFD methods, even though they are not
practical on current computers.

6. THE ROLE OF CFD

The maturity of CFD must be advanced before it can significantly impact the current conventional approach
to defining aircraft/store compatibility. Computer codes must be validated under a wide variety of conditions to
establish confidence in their ability to model store releases. The general philosophy for integrating CFD into
aircraft/store separation activities should be to consider it as a tool for supplementing hardware testing that can
substantially reduce the number of test parameter variations in experimental programs.

As an example, consider a hypothetical test program to establish the compatibility of a multiple-carriage smart
bomb and a modern high-speed aircraft in which CFD is substituted for selected store releases. The weapons are to
be wing-mounted adjacent to fuel tanks, which adds the requirement for tank releases to verify that interference
effects of the new configuration will not-adversely affect the safe release of the tank. Test plans for a certification
program with and without CFD are shown in Table 2. Conventional certification tests for this store require the
release of 20 weapons and 8 tanks at the flight conditions indicated. It is reasonabie to assume that CFD solutions
could substitute for about 50% of the hardware releases, leading to the indicated reduction in hardware. Hardware
releases could be made at selected operating conditions, and CFD solutions could be computed at all conditions to
fill in the gaps and to assure that the trends are reasonable. A similar test plan for trajectory analysis is shown in
Table 3. Conventional tests to determine separation effects on ballistics of the weapon require the release of an
additional 24 weapons at a variety of airspeed and g-loading conditions. Credence for the use of CFD on the
particular configuration being tested should be established during the certification tests, and subsequent trajectory
analysis could perhaps be accomiplished with only 10 hardware releases.

7. ACCEPTANCE BY MANAGEMENT

Gaining the acceptance of CFD by management, ordnance commanders, and pilots will require substantiation
of the accuracy of the methods and convincing arguments for the benefits, which include safety, timeliness, costs,
and the ability to compute solutions at conditions were aircraft cannot or should not fly.
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TABLE 2. TYPICAL STORE RELEASE REQUIREMENTS FOR CERTIFICATION

FLIGHT CONDITIONS WITHOUT CFD WITH CFD
MACH | 'q' LOAD | ALTITUDE | WEAPONS | TANKS *| WEAPONS{ TANKS
0.8 1 5K 2 2 1 1
0.9 1 5K 2 1 1 1
0.95 1 8K 2 2 1 1
141 1 13K 2 1 1
1.2 1 18K 4 2 2 1
1.2 0.7 18K 4 2
1.2 0.5 18K 4 2
TOTAL = 20 8 10 4

First tank drop Is with tank empty,
socond Is with partial {uel,

TABLE 3. TYPICAL STORE RELEASE REQUIREMENTS FOR TRAJECTORY ANALYSIS

FLIGHT CONDITIONS WITHOUT CFD WITH CFD
MACH | ‘g’ LOAD | ALTITUDE | WEAPONS | TANKS | WEAPONS| TANKS
0.7 1 SL 4 2
0.7 4 SL 4 2
0.9 1 St 4 2
0.9 4 SL 4 2
1.1 1 18K 4 1
1.2 1 18K 4 1
TOTAL = 24 0 10 0

Accuracy

CFD solutions for aircraft/store separation test cases must be computed and compared with known
experimental data in order to establish the accuracy of CFD. Data needed for this task are much more detailed than
that normally acquired in compatibility studies. Most current wind tunnel, tests for aircraft/store compatibility are
primarily to determine the trajectory of the store. Therefore, selected wind tunnel tests should be conducted for the
specific objective of providing detailed data with which to validate CFD codes. Instrumentation should be included
to measure surface pressures, forces on the aircraft and store, and detailed flow field properties. The fundamental
aerodynamic flow properties must be computed and compared with this type of data to assure that the computations
accurately portray the flow field.

Safety

Experienced personnel in the area of aircraft/store compatibility are keenly aware that safety is of utmost
importance. The carriage and release of new stores, or old stores in new arrangements, can result in unexpected
trajectories for the released store, Collisions between stores and between store and aircraft are not uncommon.
Wind tunnel tests and conventional analysis methods are used to assess potentially dangerous situations prior to
actual flight tests, but unfortunately, these methods have not always alerted engineers to potential hazards. A fully
developed and verified CFD method will provide a safe and accurate means for evaluation of new store loadings
and/or expanded carriage and release conditions prior to flight tests.

Timeliness

The availability of storcs sometimes delays flight tests or exténds the schedule outside the window in which
other assets, such as aircraft or test facility, are available. Stores produced in foreign countries and carried on
Amecrican aircraft are a special problem. Transferring the store to the United States to analyze carriage, release, and
ballistic separation effects for a foreign base or a foreign country can be a lengthy process. A validated CFD tool
could be used to predict these effects, preventing scheduling problems commonly associated with these tests.
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Suecial Flight Conditions

Thare are flight conditions at which conventional analytical methods and/or wind tunnel testing are not
reiiabie, Store separation at transonic speeds, for instance, has proven extremely difficult to predict with
¢ sentionz! analytical methods and wind tunnel scale effects sometime distort the true separation picture.
St px “sonic store separaticn effects are also difficult to predict with conventional analytical methods and wind
tz .ot , This is compounded by the limited amount of data and experience for this speed regime.

~he hardware community has not yet been faced with the problem of releasing stores at hypersonic speeds.
Ho" <+ 3r, aircraft with this capability are being studied, and store compatibility engineers are likely to encounter
this problem in the future. Stores will not simply drop from the aircraft at these speeds because of the aerodynamic
forc. 7 but will have to be ejected forward, aft, or upward from the parent vehicle. Additionally, hypersonic vehicles
may carry stores internally, greatly affecting the aerodynamic flow field upon release. Existing technologies will
likel; be unacceptable for these cases, and CFD may be the only method that can be used to predict separation
characteristics,

Costs

The most immediate and visible benefit of using CFD to supplement flight testing will be the cost savings,
which are difficult to predict because of three important items:

¢ The role of CFD
« The cost of store hardware and aircraft operating expense

» The efficiency of the CFD solvers and computer costs
The best that can be done at this time is to make assumptions about these issues and derive corresponding cost
savings that could be realized by using CFD in aircraft/store compatibility studies. Based on the role of CFD
presented above, the following paragraphs present an approach to assessing the cost benefits. In the hypothetical
flight test program discussed above, assume that the smart weapons are valued at $30,000 each, the fuel tanks are
valued at $20,000 each, and the operational expenses of the aircraft average approximately $10,000 per released
store. A summary of the total costs of this conventional flight test program is summarized in Table 4(a).

TABLE 4, COST OF COMPATIBILITY TESTS

(b) WITH CFD
COST UNIT NUMBERFOR | NUMBERFOR | NUMBER COST
ITEM COST | CERTIFICATION | TRAJECTORY | TOTAL TOTAL
WEAPON $30,000 10 10 20 $600,000
TANK $20,000 4 0 4 $80,000
AIRCRAFT $10,000 14 10 24 $240,000
CFDRUNS $20,000 15 6 21 $420,000
g
/817340000, /
(a) WITHOUT CFD
COST UNIT NUMBERFOR | NUMBERFOR | TOTAL COST
ITEM COST | CERTIFICATION | TRAJECTORY | STORES TOTAL
WEAPON $30,000 20 24 44 $1,320,000
TANK $20,000 8 0 8 $160,000
AIRCRAFT $10,000 28 24 52 $520,000
S SR
:.-$23060;000, *
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Each computer simulation of a store release in the mid-1990s is estimated to cost about $20,000 based on the
following: steady-staie, 3-D Euler solutions on simple bodies can be computed on today’s supercomputers 1n about
10 hours at a cost of about $20,000. CFD algorithms are continually being improved and compater speeds are
projected to increase by 2 to 3 orders of magnitude. Therefore, it should be reasonable to assume that an equal
amount of computer time and computer cost should be ample for a Navier-Stokes simulation of an aircraft store
release.

The cost of the program with CFD in the role described above is summarized in Table 4(b). With these
assumptions, the overall cost could be reduced by $660,000, which is 33% of the total program cost. It should be
noted that the cost of store hardware is a very important factor in determining the cost-effectiveness of CFD. If the
approach discussed above is applied to low-cost stores, then CFD may not be an economical tool. On the other
hand, when high-cost stores are involved, CFD may provide the only economically-feasible approach to assess
aircraft/store compatibility. Similar estimates for the savings of using CFD to supplement tests involving weapons
with a wide range of costs are presented in Figure 16.

2.0

yd
s pd X cou-g7

SAVINGS /
($1,000,000)

0.8 <
0.4 [T1K-20 W cu-87/85
0.0 ; N 68U 10 :
' N—- GBU-12
- MK-84
0.4 — MK-82
20 40 60 80 100

COST OF PRACTICE OR INERT WEAPONS ($1,000)
Figure 16. Cost Savings Are Strongly Dependent On The Value Of The Store

8. CLOSING REMARKS

When CFD methods reach maturity, aircraft designers, test engineers, and drdnance commanders will be able
to use them to supplement wind tunnel and flight testing. Basic CFD technologies are available today for building
codes to simulate the unsteady aerodynamics of multi-body problems, but developing a practical analysis tool will
take 2 matter of years, In the meantime, computers with the memory and speed to calculate solutions will be
developed. The CFD community, in the authors’ opinion, should be working toward methods that will treat
turbulence, vortices, and viscous separation, while adapting the grid to the flow field and allowing multiple bodies to
move according to six-degree-of-freedom equations of motion. The potential benefits are extremely high and fully
justify efforts to advance CFD technology for future integration into store separation methodologies.
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Abstract

Current methods for obtaining experimental aerodynamic data in
support of aircraft/store carriage and separation simulation involves
the use of scale model testing. As yet, no attempts to correct these
data have been documented or arc available in the open litcrature.
While it is general practice to ignore local dynamic pressure gradients
in the aircraft boundary layer in simulating the release of stores for
conventional or traditional carriage, i. e., pylon mounted stores, (he
effect of reduced dynamic pressure on the trajectory of stores
mounted within the boundary layer is unknown. Contemporary
modes of carriage, namely tangent, scmi-submerged and submerged
(internal), have caused issues to arise such ‘as wind tunncl to flight
boundary layer correction and the effect of local dynamic pressure on
store control effectiveness. The significance of these issues beg to be
investigated.

With the advent of Navier Stokes solvers it is now possible to
accurately calculate viscous flow effects such as those occurring in the
aircraft boundary layer for both wind tunnel model scale as well as
full scale flight conditions, The viscous dynamic pressurc gradicnts
within the boundary laycr were thus predicted for the F-14 at a
particular flight condition and comparisons of dynamic pressure
gradients as well as their cffect on store trajectory predictions wcre
made for both wind tunnel scale and full scale flight. In this study,
only the out of contour gradients were calculated since the control
surfaces of the AIM-7 semi-submerged in the F-14 fuselage arc
actually slightly out of contour. Future work should consider the
pressures in semi-submerged as well as fully submerged cavitics with
stores present.
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INTRODUCTION

Recent investigations concerning the release of stores from
cavities have revealed that significant reductions in dynamic pressure
from free stream values occur in the cavity. These pressure gradients
must be accounted for in both the acquisition of aerodynamic data as
well as in the application of such data during the simulation of launch
dynamics if reliable separation trajectory predictions are to be
rcalized. These initial results raise the further question of the effect of
dynamic pressure gradients that exist within the boundary layer of
the external aircraft contour on the relecase characteristics of semi-
submerged or tangent mounted stores. The semi-submerged fuselage
carried AIM-7 serves as a typical example of such a configuration. A
plan view of this configuration is shown in Fig. 1.  For this
investigation, the aft-most store location designated store station 4
shown shaded in the figure was chosen for analysis. The thickest
boundary layer results at this aft location and it has proven to be the
most difficult to obtain flight correlation with simulation using
conventionally applied wind tunnel grid survey data techniques.
Further it has the advantage of having a large wind tunnel data bank
with which to correlate with flight test trajectories as a result of an
aircraft/store recontact during early development flights, a problem
that has since been corrected by improved ejector performance and
subsequent improvements to the AIM-7F control system.

BOUNDARY LAYER PREDICTIONS

Methodology

Aircraft flow field simulations were obtained using the 3-D
Navier-Stokes flow solver, PARC-3D!.  This method, originally
developed by NASA AMESZ, was extensively modified! to
accommodate completely arbitrary internal/external geometries with
a variety of fluid flow boundary conditions (i. e., solid boundaries,
specified mass flow, and symmetry planes). Recent enhancements
have been incorporated in the code bv Grumman to include imbedded
wakes, slip/lifting surfaces and periodic flows. Turbulent flows are
simulated using the Baldwin-Lomax algebraic turbulence model.
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Modelling/Grid Generation

Development of aircraft and flow field numerical representations
began with the generation of a detailed surface contour model, Fig. 2.
Actual aircraft surface definition was slightly modified to simplify the
grid generation process and to overcome certain analysis code
limitations. Primarily this modification consisted of the elimination of
the inboard inlet diverter. In addition, the outer wing surfaces were
not modelled in an attempt to reduce the grid size and computational
running times. The outer flow field grid was generated using the 3-D
grid generator 3DINGRID3. Grid density was increased near the
surface, Fig. 3, to resolve the boundary layer flow gradients, and at the

aircraft aft end location, Fig. 4, to accurately predict the effects of the
horizontal and vertical tails.

Analysis

Analyses were performed for Mach = 0.98 and alpha = -2.0
degrees for both the wind tunnel test* Re = 2.00 x 10% and flight test

Re = 5.45 x 100 per foot. Comparisons of these two cases were made
by examining the aircraft lower surface local dynamic pressure fields
at two particular fuselage station planes. These locations were
selected to approximately correspond to the store station under
investigation. The contour plots are presented in Figs. 5 & 6 for F.S.
547.3, and Figs. 7 & 8 for F.S. 626.2. As can be seen from these
contours, the resulting flow fields are practically identical and
therefore indicate that the subscale wind tunnel test accurately
represent the full scale flight test conditions at this test condition.

APPLICATION OF DYNAMIC PRESSURE GRADIENTS

The flight condition for the store launch which was chosen for
this investigation was M = 0.98, h, = 5000 ft, hot atmosphere which
corresponds to the Reynolds Number of 5.45 x 106 used in the analysis
above. The dynamic pressure gradients calculated for the two
fuselage stations shown above for this flight condition were plotied as
a function of aircraft waterline at the fuselage centerline reference
plane. Fig. 9 shows the dynamic pressure gradients at the two
aircraft fuselage stations which correspond to the locations of the
missile nose and the missile wing in the store station 4 carriage
position shown in Fig. 1. It should be noted that the AIM-7 is a wing




controlled missile therefore fuselage station 626.2  provides the
gradients at the appropriate location for the control system correction,
Forming the ratio of local to free stream dynamic pressure results in a
multiplier of flight free stream dynamic pressure and is shown in Fig.
10. The ratio thus formed was then incorporated into a six degree-of-
freedom digital simulation of a zero "g" launch for this flight condition
by correcting the aerodynamic forces and moments for reduced
dynamic pressure according to the position of the store in its
trajectory using several approaches.

TRAJECTORY PREDICTIONS

The first approach investigated was to apply the "q" correction to
only the control effectiveness of the missile as postulated by Keend. A
comparison of this prediction with the uncorrected prediction as well
as the flight trajectory is shown in Fig. 11. A more detailed
comparison can be made for the same three trajectories by examining
the path of the center of gravity of the missile, Fig. 12. As can be
observed from the figure, although the correction moves the trajectory
in the proper direction, i. e., toward the flight test trajectory, relatively
little effect is observed due to applying the correction to the control
parameters alone. The flight trajectory shown is that produced by
simulation using the aerodynamic forces and moments derived by
parameter identification from telemetered flight data of the early
store recontact trajectory cited above.

In view of the relatively small correction realized f{rom the
application of the dynamic pressure ratio correction to the control
effectiveness alone, a second approach was investigated. This
consisted of applying the "q" ratio to the interference coefficient
increments (delta coefficients) as well as the control parameters. A
comparison of the results of the simulation using this approach with
that of the former is shown by the last curve in Fig. 12. Using this
approach a much larger effect is noted driving the trajectory much
closer to the flight derived trajectory, however it should be noted that
since the wind tunnel-to-flight boundary layer effects are virtually
identical, the application of this ratio to the delta coefficients
overcorrects the data and thus the prediction is not considered to be
valid. It is, however, presented here in the interest of showing the
potential sensitivity of the correction to the delta coefficients where
vast differences might occur between local and free stream dynamic
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pressure such as might be obtained (rom wind tunnel data where little
or no boundary layer exists.

CONCLUSIONS

From the resulis of this study it was observed that, although
small, the dynamic pressure gradients in the boundary layer are a
factor to be considered in the application of wind tunnel acquired
force and moment grid survey data to launch dynamics simulation.
Though for the 10% scale data utilized in this study the gradients were
virtually identical, the differences can be expected to be somewhat
more pronounced with smaller scale testing at the same wind tunnel
Reynolds numbers. Future studie; of dymamic pressure within aircraft

contours such as semi-submerged cavities or weapon bays should

include the effects of the gradients on the total aerodynamic
coefficient as well as the control power to provide a more complete
assessinent of the weapor. bay effects on store launch dynamics.
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ANALYS:iS OF STORE TRAJECTORIES FROM TACTICAL FIGHTER AIRCRAFT"

T. L. Donegan and J. H. Fox
Calspan Corporation/AEDC QOperations
Arnold Engineering Development Center
Arnold Air Force Base, Tennessee 37389

ABSTRACT

Use of the Euler equations to model complex transonic configurations and to predict store loads is
well established. Results from further work in this area are presented. Of particular interest 1s the
degree of complexity that can be readily accommodated by the methodology and still produce accurate
store trajectories. Also of interest is the effect of geometric simplification on the trajectory of a s-ore.
Results indicate that what were heretofore thougnt of as minor simplifications to arcraft geometry may
profoundly affect a store’s trajectory.

Trajectories were computed based on Euler solutions for three aircraft configurations at a free-
stream Mach number of 0.98 and aircraft angle of attack of 1.1 deg. All three configurations were
comprised of the F-15E body, wing, ingesting inlet, pylons, and targeting pod as the basic geometric
arrangement. The configurations differed with respect to the type and arrangement of the stores. For
venfication the trajectories were compared to both measured online trajectories and computed
trajectories based on measured flow fields and measured store carriage loads. The results show that
some aircraft geometric details may play a more important role than anticipated in computationzlly
determining store trajectories. The results also demonstrate the capability of using computed sture
loads and computed flow-field information, independent of or in conjunction with wind tunnel data, to
produce trajectories from extremely complex aircraft configurations.

INTRODUCTION

The determination of store trajectories has long been a source of uncertainty in the development of
effective combat aircraft. To assure a safe and accurate store release, each aircraft store combination
must undergo a comprehensive wind tunnel and flight test store certification procedure. The store certi-
fication process can be extremely lengthy and costly, requiring several years to certify some configura-
tions. However, with the advent of faster computers and advanced computational methodologies,
emphasis is being placed on using computations to complement the current store certification process,
in-anticipation of shortening the process, cutting the cost, and improving the accuracy.

FIELD MODELING

Recent attempts to calculate the carriage loads on external stores have used algorithms that are
based on either linearized potential flow solvers or transonic small disturbance formulations with
modifications to capture oblique shock waves. A study of several different approaches was made by
Cenko and Tessitore.’ Conclusions of the study were mixed, citing limited advantages in practice
because of rastrictions in flow conditions and/or geometry. A similar .transonic small disturbance
algorithm of Rosen2 produced good store carriage aerodynamics, but at present 1s limited to simple
configurations such as wing-pylon mounted stores. The general problem of store separation requires
solutions at transonic Mach numbers of a complex aircraft fuselage with various appendages such as
wings, inlet housings, pylons in close proximity, fuel tanks, and other stores. The flow field about this
complex configuration in the transonic regime will have shock waves in the neighborhood of the
released store. Such a flow field cannot be modeled by descriptive equations simpler than the 3-D Euler

* The research reported herein was performed by the Arnold Engineering Development Center (AEDC), Air Force Systems
Command. Work and analysis for this research were done by personnel of Calspan Corporation/AEDC Operations, operating

gcmractor for the AEDC aerospace flight dynamics facilities. Further reproduction 1s authonzed to satisfy needs of the U. S.
overnment,
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equations. Also, since many comgonents invariably exhibit mutual interference in such a flow field,
solution of selected subsets will not suffice; the flow field must be solved in its entirety.

Recently, a program was initiated at AEDC to determine whether computational fluid dynamics
(CFD) had matured sufficiently to provide quality flow-field and store load information in the near field of
a compiex aircraft/store configuration. The resulting study of Fox, et al.3.4 showed comparisons between
the CFD flow field produced by solution of the Euler equations and wind tunne! flow-field data in the
vicinity of an F-15E fighter aircraft pylon system. The comparisons were made for three basic fighter
configurations, and showed excellent overall agreement between the Euler solutions and wind tunnel
data. In the study and in the present paper, the vertical and horizontal tails were omitted from both wind
tunnei and Euler solution aircrait models.

The devslopment of these computational tools now offers the opportunity to gain new msight into
some of the complex characteristics of the aircraft flow-field environment into which a store is released.
Presently, the extent to which the aircraft flow field influences a released store trajectory is not clear,
especially in transonic flow. A specific concern is whether details in the aircraft geometry significantly
affect the store trajectory.

TRAJECTORIES

An approach by Keen5 proposes to use Euler computations to account for aircraft/store mutual
interfarence near the aircraft in computing store separation and trajectories. Keen's technique may be
applied by using computations alone, when experimental data do not exist, or in conjunction with data.
The technique will be described in the Stare Trajectory Computations section.

The present work uses this approach to investigate the store separation problem and the influence of
the aircraft upon the store trajectory. Resuits are presented that further validate the computational method
by comparison of computationally and experimentally determined trajectories for complex configurations.

GEOMETRY

The aircraft geometry used in the present work is the long-range, dual-role F-15E fighter aircraft
(Fig. 1). The F-15E is equipped with large conformal fuel tanks (CFT) at the wing/iniet iuncture and uses
a pylon system for store carriage. Pylons are attached to hardened points on the CFT. Three store load-
ing  configurations

were considered. I

The basic gsometry i

for all three config- l

urations was sym-

metric. Each side =
included the F-15E I e ——

aircraft with CFT,

=

inlet with scaled !
mass-flow rate, wing,

four CFT lons,
M(/)ing pylon, ta?;eting OUTBOARD STUB PYLONS
pod and pylon, and
fuselage centerline
pylon. The four CFT
pylons include three

P AN o
stub outboard pylons w /‘L ,\ﬂ )E_C\Q?‘

and one long inboard | CFT - = e~
oylon which can “‘< INBOARD LONG PYLON
accommodate up to TARGETING POD

three stores. Fig. 1. Schematic of the F-15E aircraft.
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Configuration 1 consisted of a laser-guided store (Fig. 2) attached to the forward-most outboard
stub pylon of the basic geometry.

o Yo s
~— - ﬁ_

Fig. 2. Laser-guided store geometry.

Configuration 2 was comprised of Configuration 1 with an additional laser-guided store attached to
the forward-most position of the long inboard pylon, as well as a large fuel tank added to the fuselage
centerline pylon.

Configuration 3 included the basic geometry with a slender miscile (Fig. 3) at the forward-most
missile position of the long inboard pylon.

A 1
A — - =+—

~ N\

Fig. 3. Slender missile geometry.

Both the guided store and the slender missile are approximately the same length, although the
missile body diameter is about half that of the guided store. Both stores have a set of four canards and
a set of four fins. The missile canards are relatively much farther aft than those of the guided store, with
the missile canards approximately at the center of gravity of the missile.

TEST ARRANGEMENT

The measured data used in this work were obtained in the AEDC's 4-ft Aerodynamic Wind
Tunnel(4T). The test article was a 0.05-scale model of the F-15E aircraft, its targeting pod, pylon
system, and selected stores. The flow-field data were acquired with a 20-deg half-angle cone probe.
The data consisted of static pressure, total pressure, and flow angles. All data were acquired at a Mach
number of 0.98 and an aircraft angle of attack of 1.1 deg. The aircraft model was mounted on the main
pitch sector of the wind tunnel and the pressure probe was attached to the six-degree-of-freedom
Captive Trajectory Support (CTS) system.

The CTS system may be used for several purposes. When obtaining flow-angle data, as above, the
CTS rig is programmaed to traverse a predetermined rectilinear grid volume beneath the aircraft to meas-
ure local flow angles in the vicinity of the pylon system, as shown in Fig. 4. The flow-angle data may be
used for offline (i.e., post-test) trajectory calculations, as performed in the present work, or for validation
of CFD methods. Validation of the methodology was made in Ref. 4. Also, by mounting a store model to
the CTS, the rig may be used for measuring store force and moment data. Accordingly, store loads may
be ascertained at the carriage position or any other position in the flow field. Until now, many of the
trajectory determinations were made in this manner. Store loads were obtaned for several angular
orientations at each point in a grid volume beneath the aircraft, thereby creating a data base. The store
load data base was interpolated to determine the loads at any arbitrary position and orientation relative
to the aircraft. Trajectories were obtained by using store carriage loads, integrating in time to determine
the next position and attitude, and deducing
loads :. each step in the flow field by
interpolation of the measured data base. - .

Finally, the CTS ng is also availlable to e T T T
determine trajectories directly. The six- 2oy ~ e e e )
degree-of-freedom equations of motion are
integrated online (i.e., during the test), and

8503800800000 RRIRER000000

| o te- 1
the trajectory is mapped by a step-wise , Ba0 o, F5 734
process of moving the CTS rig to the next Fig.4. Schematic of cone-probe surveys.
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trajectory location predicted using the measured forces and moments from the previous location. Since
online trajectories are the most expensive and time-consuming, relatively few trajectories are
determined in this manner. However, the available oniine trajectories provide a good source for
comparison of computed cffline trajectories.

CFD SOLUTIONS

Solution of the Euler equations was accomplished with the implicit, approximate factorization
scheme of Beam and Warming.6 The coded form of the scheme is a vectorized enhancement of the
version developed by Pulliam and Steger.” The equations are solved on a boundary-conforming
curvilinear coordinate grid system. The code is linked to the domain decomposition scheme of Benek,
et al.,.8 which allows geometric components such as the fuselage, wing, pylons, and stores each to be
modeled with an individual grid. In this manner each component may b2 more easily and more
efficiently modeled. Each grid is overlapped with neighboring grids to allow for communication among
the grids by trilinear interpolation on grid boundaries. The details of this scheme will not be explored in
this paper, but are explained in Ref. 8 and by Dietz, et al.9

For a complex configuration such as the F-15E and the associated appendages considered here,
this scheme is extremely effective. The complete structure may be built in parts and then assembied
much like a physical model. Since each grid is independent of all others, another advantage of the
scheme is the ability to remove and add stores (or any other component) without requiring alterations to
any other grid in the system. Moraeover, if necessary, different equation sets (such as Euler, Navier-
Stokes, etc.) may be solved on different grids simultaneously. These capabilities provide the ability to
produce solutions for flow fields about extremely complex configurations with relatively simple grids.

A basic simulation of the inlet spillage effect was included by using an inlet grid of rectangular cross
section which protruded into the fuselage surface at the inlet location. Approximate mass-flow rate
boundary conditions were applied on the downstream face of the inlet grid interior to the fuselage, while
the exterior portion of the inlet grid communicated with the fuselage grid. Since the inlet spillage is only
approximately modeled, some effect may be seen on a released store just underneath the inlet housing.

To simplify the complexity of the F-15E aircraft geometry, a liberty was taken initially, in describing
the fuselage surface by omitting the boundary-layer gutter and diverter between the fuselage and inlet
housing. The fuselage and inlet housing were combined by fairing over the gutter. The omission was
made with the assumption that the gutter and diverter would have minimal effect on the underside of
the aircraft from where the stores are released. This effect is investigated later in the present work by
obtaining a solution with the diverter/gutter. All the remaining components making up the configurations
were modeled as completely as possible. Standard grid generation procedures were used to create the
grids with detailed descriptions presented in Ref. 3. The maximum number of grid points for the most
complex configuration (i.e., Configuration 2) was 1.6 million points, requiring 42 grids. All configurations
were symmetric and only the right side modeled for efficiency.

STORE TRAJECTORY COMPUTATIONS

Store trajectoriez in the present work were computed by the Flow Angle Trajectory Generation
Program (FLOW TGP) of Keen.5 The FLOW TGP packags rsquires store carriage forces and moments
along with the flow angularity description of the aircraft flow field in a rectilinear array of positions
beneath the aircraft in order to compute the trajectory of the store through the described flow field. The
required flow field does not contain the released store. Carriage loads and flow angles may be supplied
by either CFD solutions or by experimental measurements. Moreover, the sources of information may
be mixed (i.e., loads may be given by CFD and the flow angularity by measurements, or vice versa). A
CFD solution dstermines the store carriage loads by an integration of the store surface pressures. Flow
angularity is obtained naturally from the solution as velocity ratios at the grid locations of interest.
Measurements establish store loads and flow angles with the CTS rig as described earlier. The store's

4 ‘
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trajectory is obtained by specifying initial conditions such as zero linear and angular velocity and
integrating the six-degree-of-freedom equations of motion. During the integration, store loads are
required not only at the store carriage location, but throughout the flow field. The store loads away from
the store carriage position are determined from the flow angles by use of a refined version of the
Influence Function Method(IFM).10

In the IFM method, it is assumed that store loads can be expressed as linear combinations of local
flow angles, where the coefficients are referred to as influence coefficients. The coefficients are
determined either experimentally or computationally by passing the store through a known flow field with
store forces and moments known, and deducing the influence coefficients by a regression analysis.
Thus, if the influence coefficients for each store and the local flow angles are known, loads may be
predicted for any location in a flow field.

The original IFM process is based on influence coefficients obtained by zero-angle traverses
through a known flow field. Therefore, errars are inherent in the method when it is applied to stores with
angular orientation. Since most store trajectories do not remain at very small angles with respect to the
oncoming flow after release, the original process is not adequate for determining store loads for general
flow fields very near the aircraft fuselage.

For this reason, FLOW TGP was created to allow for large angular orientations and to combine the
IFM and trajectory calculations under one program. This was accomplished as follows. Store load
coefficients are computed at the desired attitude in both the provided arrcraft flow field and a constant
free-stream flow field. As described above, these are determined from linear combinations of local flow
angles. The results are differenced to provide “deita” coefficients. The “delta” formulation avoids the
inherent errors associated with the IFM when it is applied to absolute flow angles. Delta force and
moment coefficients are, in effect, aircraft interference increments to free-stream store loads. The most
accurate store loads in the aircraft flow field are obtained by summing the delta loads to free-stream
measured loads for a particular store at the designated attitude (where the latter data are generally
available from separate free-stream tests). The carriage store loads may also be determined in this
manner, but since the IFM method does not include the effects of mutual interference of the aircraft and
store, the store loads will not be accurate in this region for transonic flows. Mutual interference is
usually significant within the distance of one store diameter from the aircraft fuselage.

INCREMENTAL TRAJECTORY APPROACH

The above approach taken by the FLOW TGP program can be used to calculate trajectories
through flow fields beneath extremely complex aircraft configurations. The trajectories obtained in this
manner agree well with experiment, as will be shown in the results, but inherent errors associated with
any aspect of the trajectory computation or the affiliated inputs may be apparent for some cases. To
minimize the error for any part of the trajectory calculation and to make the store certification process
more efficient, an incremental procedure has been proposed to take advantage of the strengths of CFD
methods, yet anchor them to actual test measurements. In this manner, no part of the procedure will be
relied upon 1n an absolute sense, but can be used to supply increments to measured information.

This incremental approach may be applied by using CFD results to corruct for the aircraft/store
mutual interferance. The procedure is outlined in Fig. 5. For example, store carriage loads can be
obtained by correcting measured free-stream loads with an increment determined from CFD (1.e., CFD
carriage loads minus CFD free-stream loads). At a distance greater than one store diameter from the
carnage position (recall that the aircraft/store mutual interference is significant within one store
diameter), store loads are determined by the IFM delta method explained in the previous section. Within
the first store diameter distance, the store loads are interpolated between the CFD corrected carniage
loads and the IFM determined store loads. Simultaneously, CFD flow-field solutions may be used in the
incremental approach to provide flow-angle increments to measured flow angles beneath the basic
aircraft configuration (i.e., the aircraft without stores). The basic aircraft flow angles are measured once

8-5




to provide a baseline. It a configuration contains stores other than the store of interest, the effects of
the additional stores on the baseline aircraft flow field may be represented with CFD flow-field
increments (i.e., CFD flow angles with stores minus CFD baseline flow angles). The increments can be
added to the measured baseline flow angles to account for the additional stores. Therefcre, using the
incremental approach, the store carriage loads and the fiow angles are available to establish a trajectory
that is based on measurements, yet enhanced by computations. This proposed methodology is detailed
in Ref. 5 and shows promise for significantly reducing wind tunnel testing in the store certification
process. The reduction is possible since one set of baseline flow-angle measurements may be used to
create trajectories for many configurations of a particular aircraft. However, although the incremental
approach has been proposed, it has not been verified until now. A trajectory determined by this
procedure is presented in the results.

AIRCRAFT FLOWFIELD STORE LOADS
[~ AP BASTLINE AIC FLOWFIEL0 STORE FREESTREAN LOADS

—
- - —.%
\::,v —

T~ -

MEASUREMENTS MEASUREMENTS
+ +
DESIRED FLOWHIELD BASELINE FLOWFIELD CARRIAGE L0ADS TREE-STREAM LOADS
—_ — o
(FD FLOWFIELD INCREMENTS CFD STORE LOAD INCREMENTS
TRAJECTORY ; PREDICTION
O 60 o) : O

FLOW ANGLE TRAJECTORY GENERATION PROGRAM
Fig. 5. Experimental/computational store clearance process.
RESULTS

Euler solutions were computed and FLOW TGP trajectories obtained for the three F-15E
configurations described above. Trajectories based on CFD calculations are compared to experimentally-
based trajectories and, if available, to CTS online trajectory data. All results are at a free-stream Mach
number of 0.98 and aircraft angle of attack of 1.1 deg.

in Configuration 1, one laser-guided store is released from the forward outboard stub pylon position.
Trajectories are determined with FLOW TGP for two input cases. The first trajectory is established with
information obtained from 2a flow-field data base devalopsd in the wind tunnel. Boliv the store carnage
loads and flow angles are interpolated from measured data. The second trajectory is computed based
on information supplied by CFD results only. In addition, CTS online data are available for comparison.
The trajectories are compared by tracking the location of the center of gravity (cg) and store attitude.
Figure 6 shows the two FLOW TGP trajectories and the CTS data. The dashed ling represents the
experimentally-based trajectory, the solid line depicts the CFD-based trajectory, and the open circles
denote the CTS data. Cartesian components (X,Y,2) give the location of the cg. Positive X i1s upstream,
positive Y is outboard, and positive Z is down. The loci of the cg location for all three trajectories are
vitually t he same. Many methods will yield trajectories with good cg locations, but have problems

8.6




-predicting

attitude  variations
which are essential for deter-
mining safe store releases. Yaw

o (TS DATA
— FLOW TGP TRAJECTORY BASED

angles () and pitch angles (6)

’ ON CFD

are also presented in Fig. 6. The Z  00000000000000000 ‘ ~== FLOW TGP TRAJECTORY BASED
roll angle is not presented for 5_ 1k ; ON EXPERIMENTAL DATA
this case since the store was ™~ L

not allowed to roll during the -2 ) 30

wind tunnel test. Positive yaw _, 3 = 2

angles are nose out-board and £ 9| > 10

positive pitch angles are nose = 1} 0

up. The yaw angles compare 55 ooooof"’doo -

very well for the two FLOW TGP = oll)ooooo 10

determined trajectories, but are > —I

a few degrees off the CTS data 10

at extreme yaw angles. Pitch 3 § = 0 ) ]
angles compare well for the CTS £ P -10 X
data and experimentaily-based = 4 - '
FLOW TGP trajectory. The CFD- ~ | =10 N
based FLOW TGP trajectory is 0 . =30 '
underpredicted, possibly  indi- 0 TIM%‘SE( 0 ’ TIM%‘SE( "

cating some error in modeling
the inlet spillage just upstrearn,
thereby affecting the local
upwash near the store.

Fig. 6. Comparison of wind tunnel and computational trajectory
simulations, Configuration 1.

To understand more clearly the characteristics of the flow field and its effects on the trajectory, a
comparison of the measured and computed flow fields was made by analyzing the local flow angles in
the region of the released store. In Fig. 7 the local sidewash and upwash angles are compared along
an axial traverse. The relative store location is shown along the abscissa. The measured data were
taken as described in the Test Arrangement section, with the cone probe secured to the CTS rig.
Computed flow angles were interpolated from the Euler solution at the same positions for which data
were available and overlaid for comparison. Here, positive sidewash angles represent flow turning
outboard, while positive upwash angles denote flow turning upward. Although the flow field does not
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Fig. 7. Computed and experimental flow-angle comparisons at store carriage location of Configuration 1.
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contain the store itself, the flow angle comparisons are made at the carriage location of the store (i.e., .
near the forward outboard stub pylon as shown in the small aircraft figure in the plots). Therefore, the
flow angles represent the nature of the flow that is imposed upon the store at the carriage location.

The sidewash comparison reveals a large outflux (outboard flow angle) at the location of the store
nose and forward canards, and a slight influx in the area of the rear fins. This sidewash gradient results
in the large yaw angle observed in the trajectory. The Euler solution follows the data very well and both
methods predict similar yaw patterns. The observed pattern of substantial outflux followed by an influx is
generally the one seen throughout the flow field underneath the basic aircraft. This would seem to be
the dominant characteristic of the How field about the basic aircraft. The upwash comparison indicates
that even though the Euler solution exhibits the same trends as the data, there is enough discrepancy
at critical points on the store to cause the pitch angle difference in the trajectory calculation. The Euler
solution shows a larger downwash at the forward canards than the data, with. little difference at the rear
fins, thereby resulting in a lower pitch angle during the trajectory.

In addition to the guided store of the previous configuration, Configuration 2 consists of a second
laser-guided store at the forward inboard position plus a large fuel tank on the centerline pylon. The
inboard guided store is released from this configuration. Besides the influence of the major flow
characteristics of the aircraft on the store trajectory, the local effects of two added components are now
included. The trajectory for the inboard guided store is shown in Fig. 8. The symbols denote the CTS
data and solid line the CFD-based trajectory. The incremental approach trajectory will be discussed
later. There were no flow-field measurements made without the released store; consequently, there is
no FLOW TGP trajectory based on measured quantities. To guarantee safe release, the CTS was
programmed to constrain yaw for a short distance (roughly through the fourth data point). This
constraint leads to very little yawing throughout the trajactory determined by the CTS rig. Placing the . '

same constraint on the CFD-based trajectory, the two trajectories show good agreement. The CFD-
based trajectory extends beyond the limits of the CTS and indicates eventual large yawing angles for
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Fi'g. 8. Comparison of wind tunnel and computational trajectory simulations, Configuration 2.
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the store. The yaw constraint dampens some of the initial motion of the store; however, the pitch was
not constrained and the two trajectories also agree in this respect. No roll comparison 1s made since the
store was not allowed to roll. The cg locations once again compare very well.

By inspecting the flow field near the released store carriage position, some observations may be
made. Although no flow measurements were made without the released store, a flow-field measurement
was made with the store in the carriage position. The sidewash comparison of Fig. 9 shows good
agreement between measurements and the Euler solution near the front of the store, but begins to
deviate near the rear. This difference is not realized in the trajectory calculations, probably because of
the initial constraint of yaw. However, the upwash comparison indicates better agreement, and delivers
good trajectory comparisons without pitch constraints.
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Fig. 9. Computed and experimental flow angle comparisons near store carriage location of
Configuration 2.

Since Configuration 2 contains stores other than the one being released, this case presents the
opportunity to evaluate the incremental trajectory approach discussed above. With CFD solutions, the
effects of the two other stores (guided store and fuel tank) may be added, in an incremental fashion, to
the measured baseline flow field evaluated in Fig. 7. CFD flow fields with and without the added stores
are differenced and added to the measured flow field without the added stores. Free-stream store toads
determined by CFD are subtracted from computed carriage loads and added to measured free-stream
loads. Therefore, the measured free-stream loads and baseline flow field have been “corrected” for the
two added stores. A new trajectory is now computed with these corrected quantities with FLOW TGP
and is presented as the dashed line in Fig. 8. The incremental approach trajectory has the same cg
location as the CFD-based trajectory. The yaw attitudes are 5 deg, at most, different at the extreme of
the trajectory. Pitch attitude differences are even less. Overall, the incremental approach trajectory i1s In
good agreement with tha other trajectories. Adoption of this method could provide for more efficient
testing by accommodating many configuration build-ups, with only baseline configuration flow-fietd
measurements and free-stream store load measurements required.

Configuration 3 consists of the basic F-15E geometry and a slender missile at the forward nboard
missile station. There are no CTS online data for this configuration. but trajectories are determined from
FLOW TGP based on both measured data and CFD resuits, and are presented in Fig. 10. Open circles
represent the experimentally-based trajectory and the solid line denotes the CFD-based trajectory. In
‘ this case, the greatest discrepancy exists between the two trajectories in yaw, although the cg locations




throughout the trajectory agree well. The basic trends in attitude are consistent since both trajectories
exhibit an oscillatory pattern with basically the same period. The difference is mainly in the amplitude.
The two trajectories also agree in roll angle (¢, positive clockwise looking upstream), which is significant
since this is the first validation of the roll prediction. The roll angle comparison indicates the accuracy of

the crossflow gradients since the roll angles are primarily a function of the crossflow gradients and not
the axial-flow gradients.

O TRAJECTORY BASED ON MEASURED FLOW FIELD AND CARRIAGE LOADS
——— TRAJECTORY BASED ON COMPUTED FLOW FIELD AND CARR’*GE LOADS (CFD)
—~= TRAJECTORY BASED ON CFD WITH ADDED DIVERTER/GUTTER
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Fig. 10. Missile trajectory comparison, Configuration 3.

The flow field at the carriage position was examined to determine the cause of the noted
discrepancies. Figure 11 shows the computed sidewash and upwash near the carriage position as
dashed lines. The initial outflux at the store nose is computed well, but the rear influx pradiction falls
short of the data. Also, the location of the discrepancy on the missile is critical as it is near the rear fins.
Since the front canards are approximately at the cg location, the outflux does not affect the missile
moments as much as it did the guided store moments. The rear missile fins and associated influx now
present the major portion of the initial yawing moment to the missile.

To correct the computed influx on the basic geometry, the fuselage modeling and associated
assumptions were reconsidered. it was decided that the boundary-layer gutter and diverter initially
omitted, if added, would allow more flow to be redirected to the lower portion of the fuselage, thereby
acting as a sink and drawing the outer flow inboard. This would help the overall yawing moment on the
missile in the trajectory. With the domain decomposition method being used to develop the
computational grids, the gutter/diverter was easily added as another grid, leaving the original grids
undisturbed. This underscores the effectiveness of the domain decomposition technique.
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Fig. 11. Computed and experimental flow-angle comparisons at store carriage location of
Configuration 3.

Updated CFD solutions were computed, and a new trajectory was determined accordingly. The
results are shown in Fig. 10 as the dashed line. The yaw and pitch are significantly improved, although
the entire discrepancy is not eliminated. The roll angle is also slightly improved. The solid lines of Fig.
11 depict the updated flow angles. While not affecting the upstream outflux, the influx at the rear of the
missile is greatly improved. The upwash did not change appreciably, although the original upwash was
not badly predicted, especially near the rear fins. In Fig. 12, the sidewash and upwash are plotted at a

‘more inboard station and show a more marked improvement for both parameters. Sidewash is more
affected by the gutter/diverter addition at both traverse locations; however, the upwash is significantly
affected inboard. The gradients in upwash are much sharper at this location, but the improved solutions
compare well with the data. The results indicate that the initial CFD solutions (i.e., without
diverter/gutter) were improved upstream and outboard, and worsened inboard and downstream.

The Configuration 3 results demonstrate the importance of accurate geometric detail when modeling
complex geometries. The initial omission of the gutter/diverter was made to simplify grid generation with
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Fig.12. Computed and experimental flow-angle comparisons inboard of store carriage location of
Configuration 3.
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the assumption that such a change wouid have little effect on trajectories since the stores were not
proximate to the gutter. That this assumption was incorrect underscares the fact that approximations to
simplify the store separation problem produce inaccurate results. It is difficult to know beforehand just
what effect a simplification will have.

CONCLUSIONS

Trajectories were obtained based on Euler solutions and experimental data for two different stores
from three configurations of the F-15E fighter aircraft. Trajectories based on CFD results were
compared to trajectories based on experimental information, and to online trajectory data. Conclusions
from the study are that moderate details in aircraft geometry may have a larger effect upon a store
trajectory than originally anticipated, which necessitates accurate determination of the local flow field.
Also, the study shows that trajectories may be obtained with the FLOW TGP trajectory method using
CFD solutions and/or measured results. In this manner, safe trajectories may be determined more
accurately and efficiently. This technology can be extremely useful in the store certification process by
eliminating unnecessary testing of benign configurations, which can be more easily determined with
CFD techniques, and confine needed testing to more critical configurations.
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ABSTRACT

Recent advances in grid generation, flow solvers for
unstructured grids, local or global adaptive remesh-
ing, rigid body motion integrators, interactive flow vi-
sualization-tools and computer hardware have made
it possible to simulate store separation problems in
three dimensions. The purpose of this paper is to doc-
ument the steps that were necessary to-achieve such
a fully. coupled fluid-structure simulation capability,
dwelling in detail on the grid generation, flow solver,
rigid body motion integration and adaptive remeshing
algorithms employed. Several results, showing sin-
gle and multiple 3-D store separation, are given to
demonstrate-the capabilities developed.

1. INTRODUCTION

Store separation from aircralt or submarines has.been
an outstanding computational challenge for many
vears, In order to be more specific, consider the store
separation from aircrafts flying at supersonic or hy-
personic speeds. Figure 1 illustrates some of the rel-
evant physical processes involved in these situations:
- "Shock/Shock Interactions: at supersonic speeds,
the presence of shocks in the flowfields becomes
unavoidable.  With several bodies interfering
with cach other, the shocks emanating from them
interact with cach other in sometines extremely
complicated ways [1,2].
Shock-Boundarv-Layer Interaction; when
shocks impact on a surface, the boundary layer is
greadly influenced by parameters such as shock-
rellection angle, shock-strength. the pressure gra-
dients upstrcam and downstreant of the impact
zoue and body curvature. The resulting flowfield
inay vary abruptly with-only minor changes of
flight conditions.
Turbulent Separated Flows: given the highly
complex and not acrodynamically strcamlined
genmetries of bombbays, many of the flowfields
contemplated will-have vast vegions of separated,
wirbulent flos.  This implies that any hope of
simulating them accurately with a conventional,

1

algebraic turbulence model has-to be forfeited.
The lowest order turbulence model that can yield
acceptable results for flows of this type is the &, ¢
model.

- _Bodv Motion: a further degree of complexity
is added for the class of problems considered
here due to the relative motion of the bodies
present. The bodies move through an already
complex, highly nonlinear flowfield, modifying it
constantly.

All of these aspects, taken together, make the intu-
itive prediction of these flows, as well as any extrapo-
lation from past experience, a very unreliable desigh
approach. Tlie non-linear character of these flows also
implies that safe deployment from a mid-cavity posi-
tion does not guarantee safe deployment from a side-
cavity position. The only-other two alternative design
prec dures besides CFD, wind-tunnel ineasurements
ana ight testing, are either extremely expensive or
impossible.

Wind-tunnel experiments for store separation-in the
supersonic regime are difficult because:

- Three non-dimeunsional numbers need to be re-
produced ou the scaled. model at the same time:
Reynolds-number, Mach-number and Froude-
number. For supersonic flows in parlicular, the
reproduction of all ‘three non-dimensional num-
bersin the windtunnel is practically inpossible.

- The release of ordnance stores requires several
sceonds, a time-frame that would be too power-
consuming -aurd {hus expensive- for most large
windtunnels,

- The release of ordnance stores into a supersonic
free stream temls to accelerate these objects dras-
tically, propelling them to high velocitics very
soon. Thus, one can expect extensive damage
from any experimental program of this sort.

Thus, in-flight experiments appear as the only viable
choice. However, this is a very primitive, and ex-
tremely expensive design process:

- A prototype has to be built to atlain certainty
in the safety of the design. Production of a cyily
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plete prototype on such uncertain terms -there is
no. guarentee that it will deploy safely- appears
almost unjustifiable.

- Unsafe deployment may damage or destroy the
carrier vehicle. This high risk impiies additional
expenses in any test program.

- The prototype has to be tested for each new re-
lease position: safe deployment from a given posi-
tion at a certain speed and height does not imply
safe deployment from any other position and/or
any other speed-and/or any other height. As one
can see, this can lead to an extremely lengthy,
and costly, certification procedure for each new
ordnace store entering service.

The situation outlined above for store separation is
not much different from that encountered in many
other engineering applications, sucli as interstage sep-
aration in rockets, shroud removal for interceptors,
separation of MIRVs, torpedo launch, reciprocating
engines, turbines, propellers, ventilators and valves.
The main difficulty in predicting all of these flowfields
stems from the fact that body motion will, in most
cases, lead to complex, time-dependent flows. Ad-
vances in computer speed and memory- over-the next
decade will allow the simulation of these flows on a

routine basis. Thus, one can expect CFD to gradu-

ally take the lead role in the design process for these
applications. The present effort represents afirst step
in this direction.

1.1 General Features of any CI'D Methodologv.for
Moving Bodies

The accurate simulation of 3-D time-dependent, com-
pressible flows with moving bodies requires:

a) _Interactive Grid Generation Methods: The
fast, userfriendly, interactive-generation-of grids
in 3-D is essential to-the success and widespread
acceptance of any CI'D tool in the-user commu-
nity. Without such a-capability, the set-up-times
for new problems run in the order-of months, sig-
nificantly reducing the benefits which-may be re-
alized from any CFD methodology. Thus,-inter-
active grid generation methods for -nstructured
grids that reduce set-up times to days ifnot hours
are a prime requirement.

b) _Solvers for Moving Frames of Reference: Since
at the very least the portions of the mash close to
the moving bodies will move in time, the ability
to describe Lhe equations of motion-{or the-fluids
in moving frames of reference becomes inanda-

tory.

¢) _High-order Monotonjcitv-preserving Schenmes
These schemes are needed to simulate time-
dependent flows with strong shocks and other
discontinuities that will arise in the flows.of in-

[

terest in this effort (supersonic and hypersonic
speeds).

d) _Modelling of Turbulent, Separated Flows: The
flowfields considered will have vast regions of sep-
arated, turbulent flow. The lowest order turbu-
lence model that can yield acceptable results for
the flows considered here is the k, ¢ model.

e) _Fast Regridding Capabilities: These are needed
because the rhotion of bodies may be severe, lead-
ing to distorted elements which in turn lead to
poor numerical results.

f) _Adaptive Retinement Schemes:

Experience over the last years [3-7) has demon-
strated that self-adaptive refinement schemes are
essential in reducing the total number of degrees
of freedom without deteriorating the accuracy of
the solution. In 3-D, the ability to refine locally
regions of interest will determine the accuracy of
the result and whether it can be obtained in a
reasonable time. Given the currently available
hardware, it is impossible to solve 3-D problems
using uniformly fine grids everywhere in the com-
putational domain.

g) _Consistent Rigid Body Motion Integrators: In
order to fully couple the motion of rigid bod-

ies with the aerodynamic forces exerted on them,
consistent rigid body motion integrators.must be
developed. This task is relatively simple in 2-D.
However, in 3-D the temporal variation of the
moments of inertia tensor can lead to difficulties.

Interaétive Post-Processing Capabilities:  Un-
derstanding of the complex, time-dependent, 3-D
flowfields requires.instantaneous visualization of
several key parameters such as pressure, Mach
number, density, etc. An engineer that can-
not visualize immediately a compuled flowfield,
in order to make judicious changes in the de-
sign, will never accept CFD as a design tool.
Thus, a fast, interactive, workstation-based post-
processing capability is required.

This list indicates that techniques from several dif-
ferent areas of CI'D and Computer Science must be
combined to mee. the des;zed goal. Tt 1s therefore not
surprising that very few attempts have been made to
tackle the complete class of problems. Currently, the
chimera grid scheme (8] scems to be the most promis-
ing approach for structured grids. Tn this approach,
local grids for each body a. 2 overset on a major grid
that covers the complete computational domnain. For
unstructured grids, Formaggia et al. [9] have used
local remeshing for regions of distorted elements in
combination with Eulcrian and Arbitiary Lulorian-
Lagrangian solvers tn 2-I to simulate store separation
problems. In both cases, the body motion was pre-
scribed, and no adaptive refinement. techniques wgro;
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employed. In 1988 the author presented a fully cou-
pled 2-D fluid-rigid body interaction algorithm [5,6].
This algorithm also employed adaptive remeshing to
accurately simulate the flowfield at hand. This devel-
opment represented the first attempt to combine and
incorporate in a single, coherent software package all
of the requirements listed above.

The present paper extends this methodology to 3-
D. While conceptually the same as the 2-D algo-
rithm, the 3-D extension required several important
improvements: better 3-D grid generators, consistent
3-D rigid body motion integrators, interactive plot-
ting tools, and access to a large memory supercom-
puter for debugging. Given the currently available
computer hardware, and our lack of knowledge in tur-
bulence modelling, it seems unreasonable to include
turbulence modelling at the present stage of devel-
opment. Therefore, the present discussion will center
on Euler-solvers, rather than Navier-Stokes solvers for
compressible flows.

The rest of the paper-is divided as follows: Section-

2 treats the equations of motion for the flowfield in
arbitrary frames of reference, as well as their solution
(items b and ¢ above). Section 3 deals with the equa-
tions of motion for the moving bodies (item g). In
the present case, we restrict the description to rigid
bodies. Section 4 outlines the gridding technique used
{items a and ¢). The gridding technique is also used to
adaptively.reyrid the- computational domain (item f).
Finally, section 5 contains numerical examples that
demonstrate the capabilities developed.

2. THE EQUATIONS OF MOTION FOR THE FLUID-

In order to handle the moving frames of refer-
ence associated with the moving finite elements, the
partial differential equations need to be modified.
This is most easily accomplished by the Arbitrary
Lagrangian-Eulerian (ALE) formulation. The deriva-
tion of the equations may be found in [10]. Here, we
just state the final form of the cquations of motion.
Given the velocity field w for the clements

w = (v, w’, w*) ,

(1)

the Euler cquations that describe an inviscid, com-
pressible fluid may be written as

P [ (d —w')p ) o
pu* (u' —w')pu® +p pu
pd Yy 9 (U = w)pu? ==V.w{ pu¥
i’ 1 (u = wh)pu pu®
re ) | (v = w')pe +ulp pe

2y

Observe that in the case of no element movement
(w = 0), we recover the usual Eulerian conservation-
law form of the Euler equations. If, however, the el-
ements move with the particle velocity (w = v),
we recover the Lagrangian form of the equations of
motion. From the numerical point of view, Eqn.(2)
implies that all that is required when going from an

Tulerian frame to an ALE-frame is a modified evalu-

ation of the fluxes on the left-hand side, and the ad-
ditional evaluation of source-terms on the right-hand
side.

As the elements move, their geometric parameters
(shape-function derivatives, jacobians, etc.) need to
be recomputed every timestep. If the whole mesh is
assumed to be in motion, then these geometric param-
eters need to be recomputed globally. In order to save
CPU-time, only a small number of elements surround-
ing the bodies are actually moved. The remainder of
the field is then treated in the usual Eulerian frame of
reference, avoiding the need to-recompute geometric
parameters. This is accomplished by identifying sev-
eral layers of elements surrounding the bodies, which
are then moved. As the number of layers increases,
the time-interval between regridding increzses, but so
also does the cost per timestep. Therefore, one has to
strike a balance between the CPU requirements per
timestep and the CPU requirements per regridding.
In the present case, we found that two to five layers
of elements represented a good compromise.

2.1 Boundarv Conditions

When imposing the boundary conditions for the ve-
locities at solid walls, we-need to take the velocity of
the surface w into consideration. Denoting the pre-
dicted momentum at the-surface as Apv*, we can
decompose it as follows:

Apv* = Afp(W+at+pn)] , (3)

where t,n are the tangential and normal vectors. The
desired momentum at the new timestep should, how-
ever, have no normal velocity component (§ = 0) and
has the form

Apv'l = Ap(w +at)] . (1)

Combining Eqns.(3) and (4), we obtain for the 1wo
following cases:

a) Given ¢t :

Bov™ = Apw 4 [(Apv7 - Bpw)t] -t (5)
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b) Given n :

Apv™t = Apv* — [(Apv* — Apw) -n]-n . (6)

2.2 The Flow Solver (FEM-FCT)

For the compressible flows described by Eqn.(2), dis-
continuities in the variables may arise (e.g., shocks or
contact discontinuities). Any numerical scheme of or-
der higher than one will produce overshcsts or ripples
at such discontinuities (the so-called ‘Godunov theo-
rem’). In the present case the appearance of these
overshoots, which may lead to numerical instability,
is avoided by combining, in a conservative manner, a
high-order scheme with a low-order scheme [11). The
temporal discretization of Eqn.(2) yields

yntl = pyn +AU (7)

where AU is the increment of the unknowns obtained
for a given scheme at time { = ¢*. Our aim is to
obtain a AU of as high an order as possible with-
out introducing overshoots. To this end, we rewrite
Eqn.(7) as:

Untl = " 4 AU 4 (AUR - AU, (8)

or

Ut =yl 4 (AU - AUY) . (9)

Here AU and AU' denote the-increments obtained
by some high- and low-order scheme respectively,
whereas U! is the monotone, ripple-free solution at
time ¢ = t"*! of the low-order scheme. The idea
behind FCT is to limit the second term on the right-
hand side of Eqn.(9):

Ut = U lim(AU - AU, (10)

in such a way that no new overshoots or undershoots
are created. it is at this point that a further con-
straint, given by the conservation law (2)-itself, must
be taken into account: strict conservation on the dis-
crete level should be maintained. “The simplest way
to guarantec this-for the node-centered schemes con-
sidered here is by constructing-schemes for which the
sum.of the contributions of-cach individual clement
(cell) to its sutrounding nodes vanishes. ‘this means
that the limiting process (Fqn:(10)) will have to be
carried out in the clements (cells). Further details on
the limiting procedure, its algorithmic implementa-
tion, and the bigh- and low-order schemes employed
may be found in {11).

3. RIGID BODY MOTION

The movement of rigid bodies can be found in stan-
dard textbooks on classical mechanics. See, for ex-

ample [12]. Due to its nonlinear character, rigid body

motion in 3-D is not as straightforward as it may

seem. Therefore, a more detailed description of the

numerical implementation used is given here. The

situation under consideration is shown in Figure 2.

Given the position vector of any point of the body

r=re+ro , (11)

the velocity and acceleration of this point will be
' =X+ Ty = Ve +w X ; (12)
F=v,+wxro+wx (wxrg) (13)

Using the vector-relationships

rx (wX(wxr)=(wxr)w—(r w)(wxr)

==wx (ror)-w , (14)
and the following abbreviations
m= / dm = / pdQ (15)
Q2 a
1i =/ il pd (16)
n
O=1()-1-1I=
) Iy!l + IH ’ _Ixy ’ —'Ix:
“Ixy : lxz + Iz: s "Iyz ) (AIT)
‘_Ix: 1 "’Iy: ' [::x -+ ]yy

we then have the following equations describing hal-
ance of forces and moments:

mv, ='ZF =g — / pudl’
r

(18)

(')J)—wX(Lw):ZroxF=-—/proxndF . {19)
.

Observe that in 2-1,-the second term on the left-hand
side disappears, considerably stmplifving the equa-
tions. llowever, in 3-D it usually does not. Another
complication thal arises only in 3-1) s Uhe temporal
variation of the incrtial matrin ©. As one can see
from Bqn.(16), the values of ® will vary as the body
rotates. This iinplies that during the simulation one
lias to follow the Jocal-Trame of reference of the Iuk:)l_:\_'z‘

3
i




In order to update the velocities and positions of the
bodies in time, we employ an explicit time-marching
scheme. This seems reasonable, as in practical cal-
culations the time-scales of the -body-movement are
much larger than those associated with the fluid flow.
Thus, we update v.,w as follows:

vitl = yh L ALV (20)
WMt =t L AL O" . (21)

A minor difficulty now becomes apparent: the magni-
tude of the timestep At is unknown before the start of
the flowfield update. In the present case, the timestep
of the previous timestep was taken instead. This im-
plies.that the body movement is ‘lagging’ behind the
flowfield by at most one timestep. However, practi-
cal simulations show that the actual error is much
smaller, as the magnitude of At does not change
abruptly. For the time-interval [t*,t"*!], we then
have the average velocities

v = 0.5 % (VI 4 vP) | (22)

w® = 0.5 % (W' 4 w") . (23)

Combining Eqns.(22,23) with Eqn.(12), we are now
in a-position to compute the velocities at the surface
of the bodies, wy.

Some of- the simulations shown below required several
thousand timesteps. If one simply uses the veloci-
ties obtained at the boundary from-Eqns.(22,23), the
hody shape becomes more and more distorted. This
is-a_purely numerical artifact. It can be explained by
looking-at the situation depicted in Figure 3. The por-
tions of the body with higher velocity tend to ‘elon-
gate’ the body. This implies that one ought to impose
the exact rigid body motion when updating points on
the snxface. With reference to Figure 4, we decom-
pose a point lying on the body at time ¢t = " into
three components:

" = r.+ Iy +1ry . (24)

VWe can then define unit vectors in the directions of
ry, andor,:

1'@ ) -
=22 o= n 2
%=l T ] (29)

Furthermore, we define the vector e, as:
Ceh=e,Xe . (26)

Then, given the incremental rotation angle Ap =
[ |AL, the new position for v is obtained from

" = r 4 AV 41y,
+ler] (cos(Ap)er + sin(Ap)en) . (27)
The complete rigid body _algorithm then consists of

the following steps:
B.1) Compute body forces and moments from

Eqns.(18,19).
B.2) Transform moments to the local frame of refer-
ence of the body
M= (o e) M (28)

B.3) Given the estimated timestep At, obtain the ac-
celerations v, , w from Eqns.(18,19).

B.4) Given the accelerations, compute average ve-
locities v&?,w® for time-interval [t",¢"*!] from
Eqns.(22,23).

B.5) Transform back the angular velocity w® from the
local frame of reference of the body to cartesian
coordinates

Wt = (e" -ei') W (29)

B.6) Given the actual timestep At, update the posi-
tions of the points lying on the surface of the
body, as well as the points defining-the body. ge-
ometry using Eqns.(24-27).

B.7) Given the actual timestep At, update the-posi-
tions of the centers of mass and the rotational
frame of reference using Eqns.(24-27).

4. ADAPTIVE REMESHING-

For typical compressible flow problems, wehave small.
regions of rapid change in the solution-embedded in
large regions where the solution is smooth. In-order-to
simulate correctly the-interaction of these discontinu-
ities or fronts, an appropriately fine mesh-is required.
It would however be extremely wasteful to have an
overall fine mesh, as-the regions where afine mesh is
required are small. Thercfore, the use.of-adaptive re-
finement techniques becomes imperative. Asthe bod-
ies in the flowfield may undergo arbitrary movement
(see examplesbelow), a fixed mesh structure will-lead
to badly distorted elements. ‘I'his means that at least
a partial regeneration of the computational domain
is required. On the other hand. as the bodies move
through the flowfield, the positions of relevant flow
features will change. Therefore, in most of the com-
putational domain a new mesh distribution will be
required. The idea is Lo regenerate the whole compu-
tational domain adaptively, taking into consideration
the current flowficld solution. In order to gencrate or
regenerate a-mesh we use the advancing front tech-
nique [4-7,13-15):




‘r -

F.1 Use the current grid and solution, together with
appropriate error indicators, to define the spa-
tial variation of the size, the stretching, and the
stretching direction of the elements to be gener-
ated. At the nodes of the current grid we define
the desired element size, element stretching, and
stretching direction. In what follows we will de-
note this_grid as background grid.

F.2 Define the boundaries of the domain to be grid-
ded. This is typically accomplished by splines in
2-D and surface patches in 3-D.

F.3 Using the information stored on the background
grid, set up faces on all these boundaries. This
yields the initial front of faces. At the same
time, find the generation parameters (element
size, element stretching and stretching direction)
for these faces from the background grid.

F.4 Select the next face to be deleted from the front;
in order to avoid large elements crossing over
regions- of small elements, the face forming the
smallest new element is selected as the next face
to be deleted from the list-of faces.

F.5 For the face to be deleted:

F*.5.1 Select a ‘best point’ position for the intro-
duction of a new point IPNEW.

F.5.2 Determine whether a point exists in the al-
ready generated grid that should be used in
lieu of the new point. If there is such a point,
set this point to
IPNEW-and continue searching (go to 1.5.2).

F.5.3 Determine whether the element formed with
the selected point IPNEW does not cross any
given faces, If it does, select a new point as
IPNEW and try again (ge to F.5.3).

F.6 Add the new element, point, and faces to their
respective lists.

F.7 [Find.the generation parameters for the new faces
from the background grid.

F.8 Delete the known faces from the list of faces.
F.9 If there are any faces left in the front, go to I'.4.

4.1 Recent Developients

A Lypical simulation where bodies undergo severe mo-
tion typically requires several tens, if not hundreds,
of remeshings. Therefore, the grid generator must be
reliable and.fast.

4.1.1 Reliabilitv;

We have recently increased the reliability of the grid

generator to a point where it can be applied on a
routine basis in a production enviromment. This sig-
nificant increase in reliability w~< achieved by:

a) not allowing any bad elements during the genera-
tion-process: and

b) enlarging and remeshing those regions where new
elements could not be introduced.

Thus, we first attempt to complete the mesh, skipping
those faces that do not give rise to good elements.
If pockets of unmeshed regions remain, we enlarge
them somewhat, and regrid them. This technique
has proven extremely robust and reliable. It has also
made smoothing of meshes possible: if elements with
negative or small jacobians appear during smoothing,
these elements are removed. The unmeshed regions
of space are then regridded. By being able to smooth,
the mesh quality was improved substantially.

4.1.2 Speed:
The following means are used to achieve speed:

a) _Use of optimal data structures: The operations
that could potentially reduce the efficiency of the al-
gorithm to O(N'®) or even O(N?) are (see Section
9).

b

- Finding the next face to be deleted (step F.4).

- Finding the closest given points to a new point
(Step F.5.2).

- Finding the faces adjacent to a given point (Step
F.5.3).

- Finding for any given location the values of gen-
eration parameters from the background grid
(Steps F.3 and F.7). This is an interpolation
problem on unstructured grids.

The verb ‘find’ appears in all of these operations, The

main task is to design the best data structures for

performing these search operations as efficiently as
possible. The data structures used are;

- Heap-lists to find the next face to be deleted from
the front;

- Quad-trees (2-D) and Octrees (3-D) to locate
points that are close to any given location;

- Linked lists to determine which faces are adjacent.
to a point.

The detailed implementation of these data-structures
may be found in [13).

b) _Filtering: Typically. the number of close points
and faces is far too conservative, i.e. large. As an
example, consider the search for close points: there
may be np to cight points inside an odtant, but of
these only one may be close to the face to be taken
out The idea is to filter out Lthese *distant’ fuces and
points in order to avoid extra work afterwards. While
the scarch operations are difficult to vectorize, these
filtering operations lend themselves to vectorization
in a straightforward way, leading to a considerable
overall reduction in CPU requirements,

c) Automatic Reduction of linnsed Points: As the
front. advances into the doinain and more and more
tetrahedra are generated, the number of tree-levels
increases. This automatically implies an increasegivg




CPU-time, as more steps are required to reach the
lower levels of the trees. In order to reduce this
CPU-increase as much as possible, all trees are au-
tomatically restructured. All points which are com-
pletely surrounded by tetrahedra are eliminated from
the trees. We have found this procedure to be ex-
tremely effective. It reduced the asymptotic com-
plexity of the grid generator to less than O(N log N).
In fact, in most practical cases one observes a linear
O(N) asymptotic complexity, as CPU is traded be-
tween subroutine call overheads and less close faces
on average for large problems.

d) _Global h-refinement: While the basic advancing
front algorithm is a scalar algorithm, h-refinement can
be completely vectorized. Therefore, the adaptive
remeshing process can be made considerably faster
by first generating a coarser, but stretched mesh, and
then refining globally this first mesh with classic h-
refinement [6]. Typical speed-ups achieved by using
this approach are 1:6 to 1:7.

Currently, the advancing front algorithm constructs
grids at a rate of 25,000 tetrahedra per minute on

‘the CRAY-XMP or CRAY-2. With one level of h-

refinement, the rate is 190,000 to 200,000 tetrahedra
per minute. This rate is essentially independent of
grid-size, but may decrease for very small grids.

4.2 Local Remeshing

Practical simulations revealed that the appearance-of
badly distorted elements occurred at a frequency that
was much higher than expected from the element size
prescribed. Given the relatively high cost of global
remeshing, we explored the idea of local remeshing in
the vicinity of the elements that became too distorted.
Thus, we proceed as follows:

L.1 Identify the badly distorted clements in the
layers that move, writing them into a list
LEREM(1:NEREM).

L.2 Add to this list the elements surrounding these
badly distorted elements.

I..3 Form ‘holes’ in the present mesh by:
L.3.1 Forming a new background mesh with the
elements stored in the list LEREM .
L.3.2 Deleting the elements stored in LERFM from
the current mesh.
1..3.3 Removing all unused points from the grid
thus obtained.

L.4 Recompute the error indicators and new element
distribution for the hackground grid.

L.5 Regrid the ‘holes’ using the advancing front
method.

Typically, only a very small number of elements (<
10) becomes so disterted that a remeshing is required.
Thus, local remeshing is a very cconomical tool that

-1

has allowed us to reduce CPU-requirements by more
than 60% for typical runs.

4.3 Determination of Element Sizes

In order to estimate the element size, stretchings, and
stretching directions, we employ the modified interpo-
lation-theory error indicator proposed in [3]. In 1-D,
on a uniform.grid of element size h, this error indica-
tor reduces to the following form:

E; \Uigr — 2 Ui + Uiy |

Defining the following ‘derivative quantities’
D = o ({Ussa| 42 [Us] + [Uical)

D} = Uiy = Uil + U = Uiq|
D} = Uiy =2 - Ui + Ui—]

(31)
(32)
(33)

the error on the present (‘old’) grid is given by:

old Dzz
B s e | 34
= Dre v (34)
This implies that a reduction of the current element
size oM by a fraction & to

piew — £- hold (35)
will lead. to the following estimatied errors
) D3¢?
new _ i
B = pres oy (30)

Thus, given the desired error value E**¥, the reduc-
tion factor € becomes

¢ 21 [ D+ (01" + 4D [0} + D)
SBT3 (D} + D]

(37)

Notice that if the.solution is smooth, implying D' <
DP. then the reduction factor reverts to

Encw
§=\Jmir
consistent with the'second-order accuracy assumption

of linear elements. Ilowever, close to a discontinuity,
where D! > D°, the reduction factor € is given by

Enew

= —o
=

Eold

In 2-D and 3-D we define the corresponding matriges

(35)

(39)

S Ui = U Ui = Usma] + Cn (Uig1 ] + 2 - |(U;(|) )+ [Uial]




1mm=ﬁ%AmeMqu (40)

W%FMLWMWst (41)

w%=wﬁmwmmu (42)

where N7 denotes shape-function of node I, and h
is a typical element length. Given these matrices,
we obtain the error-indicator matrix E and its modal
decomposition

Eu' Eyz E:z . Ell 0 0
E= Ezy Eyy Ezy 3 = X 0 E22 0 -X—l
Er: By; E;. 0 0 Es3

(43)

Sach principal direction is then treated as a 1-D prob-
lem. Using Eqn.(37), we-obtain three different ele-
ment sizes 6;, 82, 63 along the principal directions.
This information-is then used to regenerate a better
grid for the problem at hand. We remark the follow-
ing characteristics of the present error indicator:

a) The error-indicator is non-dimensional. Therefore,
several variables may-be-monitored at the same time
in order to accurately track all physical phenomena
present. Thus, we can-monitor both density (shocks,
contact discontinuities) and vorticity (boundary lay-
ers) for viscous flow problems.

b) The error-indicator is-bounded. This implies that
the user does not have to-change specified error toler-
ances from run torun. We have found that for-large
classes of problems the specified error tolerances could
be left untouched without impediment to the adapta-
tion process. We-find this of particular value for the
non-expert. user environment.

Before proceeding 1o the overall algorithm, we sum-
marize the steps required for one adaptive remeshing:

R.] Obtain the crror indicator matrix for the
gridpoints_of the present grid.

R.2 Given theerror indicator matrix, get the ele-
ment size. element stretching and stretching
direction-for-the-new grid.

R.3 Using the old grid as the *background grid:,
remesh the conputational domain using the
advancing front technique.

R.4 If further levels of global h-refinement are
desired: refine the new grid globally.

R.5 Interpolate the solution from the old grid to
the new one.

o

5. THE OVERALL ALGORITHM

The overall algorithm for the advancement of the so-
lution in time looks as follows:

0.1 Advance the solution-one timestep.

A.1 Compute the body forces and moments from
the pressure field and any exterior forces,

A.2 Taking into consideration the kinematic con-
straints for the body movements, update
the velocities of the bodies at ¢t = ¢"+1:
vitl ntl At the same time, obtain
the average velocities v3¥,w?¥ for the time-
interval [t", " 11).

A.3 With the average velocities v2¥,w®", obtain
the velocities wr on the surface of each body
for the time-interval [t 4" +1].

A.4 Given the surface velocities wr on the
boundaries of the global domain, obtain
the global velocity field wq for the element
movement.

A.5 Advance the solution by one timestep using
the ALE-FEM-FCT solver. This yields the
actual timestep At".

A.6 Given the actual timestep At® and the ve-
locity field for the element movement wgq,
update the coordinates of the points.

A.7 Update the shape-function derivatives and
other geometric parameters for the clements
that have been moved.

A.8 Update-the centers of mass r, for the bod-

ies, as well as the coordinates of the points

defining the body geometry.

0.2 If the grid has become too distorted close to the

moving bodies: adaptively remesh these regions.

0.3 Ifthe desired number of timesteps between global
remeshings has elapsed: adaptively remesh the
complete computational-domain.

0.4 If the desired time-interval has elapsed: Stop.

Otherwise, advance the solution further {go to
0.1)

6. NUMERICAL EXAMPLES

We consider two numerical examples that demon-
strafe the effectivencss of the algorithms deseloped.
In both cases an idealized store release fiom a bay at
supersonic-speed (Moo = 2:0) is simulated. Because
of symmetry, only half the flowficld domnain needs 1o
be simulated. Release into a supersonic flowficld will

-neccessitate the forceflul ejection of stores. There-

fore, the motion of the stores was prescribed, and

-the resulting forces computed. Adaplive remeshing

was performed every 100 timesteps imtially, while at
later times the grid was modificd every 40 timesteps.
The maximum stretching ratio specified was 5 = hig




Density and- the absolute value of the velocity were
chosen as indicator variables. The latter provided
suitable mesh adaptation to the shear layers in the
cavity. Even though the grid shows considerable vari-
ation in element size, the average grid size was of the
order of 280,000 tetrahedra for the first example, and
350,000 tetrahedra for the second one. On a uniform
mesh, the required number of elements would have
increased by more than an order of magnitude. The
required'CPU time for runs of this kind is of the order
of several CRAY-XMP processor hours.

6.1 Single Store Ejection:

The computational domain is shown in Figs. 5.1 and
5.2. Observe that the doors of the bay simulated are
somewhat thicker than in real life. The store is a
slender object, resembling a missile. Figs. 5.1 and 5.2
show the mesh on the surface of the computational
domain at time T = 0.0. The corresponding pressure
contours (30) are show in Fig. 5.3. Figs. 5.4-5.6 show
the surface mesh and the pressure contours (60) at
time T = 8.5. One can clearly discern the -extent of
mesh adaptation, as well as the considerable change
in shock-strengths and shock-positions that occurred
due -to-body motion.

6.2 Multiple Store Ejection:

The computational domain is the same as before. The
two.stores resemble bombs. The store at the back-of

‘the cavity is ejected first, followed by the store in the

front of the-cavity. Figs. 6.1 and 6.2 show the mesh
on the-surface of the computational domain at time
T = 0.0. The corresponding pressure contours (60)
are show in-Tig. 6.3. Figs. 6.4-6.6 show the surface
mesh and the pressure contours (60) at time T' =
2.62. While-the store at the back of the cavity has
already moved a considerable distance, the sore in
the front has just begun to move. As before, one
can clearly discern the extent of mesh adaptation, as
well as the considerable change in shock-strengths and
shock-positions that occurred due to body motion.

7. CONCLUSIONS

We-have demonstrated how the combination of adap-
tive remeshing techniques, flow solvers for transient
problems with moving grids, and integrators for rigid
body motion- allows the simulation of fully coupled
fluid-rigid-body interaction problems of arbitrary ge-
ometric complexity in three dimensions. The over-
all reduction in.CPU-times as compared to uniformly
fine grids depends strongly on -the stretching ratios
allowed by the physics of the problem, but typically
lies between 10 and 50. Areas that deserve further
study are:

- the diffusive effect of interpolation while remesh-

ing,
- extension to Navier-Stokes problems,

- treatment of multifluid interactions, and
- extension to flexible bodies and structures.
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Figure 2: Rigid Body Motion

.Figure 1: Store Separation: Relevant Physical Processes

Figure 3: Elongation of Body. Correct Path: AB. Computed: AC.

Figure 4: Decomposition of Surface Vector for Rigid Body Motion

Figure 5.1: Single Store Separation.

Figure 5.2: Single Store Separation.
Figure 5.3: Single Store Separation.
Figure 5.4: Single Store Separation.
Figure 5.5: Single Store Separation.
Figure 5.6: Single Store Separation.

Surface Mesh at T=0.0
Surface Mesh at T=0.0
Surface Pressure at T=0.0
Surface Mesh at T=8.5
Surface Mesh at T=8.5
Surface Pressure at T=8.5

Figure ‘6.1: Multiple Store Separation. Surface Mesh at T=0.0

Figure 6.2: Multiple Store Separation. Surface Mesh at' T=0.0

- Figure 6.3: Multiple Store Separation. Surface Pressure at T=0.0
Figure 6.4: Multiple Store Separation. Surface Mesh at T=2.62

Figure 6.5: Multiple Store Separation. Surface Mesh at T=2.62

Figure 6.6: Multiple Store Separation. Surface Pressure at T=2.62
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Figure 1: Store Separation: Relevant Physical Processes
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Figure 2: Rigid Body Motion
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STORE INTERFERENCE AERODYNAMICS

Lawrence E. Lijewski
U,S. Air Force Armament Laboratory
Eglin AFB, Florida

INTRODUCTION

Accurate prediction of aerodynamic characteristics of missile shapes
is of paramount importance to the airframe designer. The accomplishment
of the mission is highly dependent on his ability to design an effective
missile shape with desirable aerodynamic qualities, both in free-flight
and in an interference flowfield. It is in the interference flowfield
under the aircraft that aerodynamic forces are generated by two or more
of these missile shapes that have a great influence on the speed, range
and endurance of modern fighters. Furthermore, the release of these
bodies from the parent aircraft is highly dependent on their aerodynamic
interrelationship when in close proximity. ~“This interrelationship, or
mutual interference, is most pronounced in the transonic regime where
modern tactical fighters often operate. A1l these factors must be taken
into account by the engineer in the missile design process. The process
is often a time-consuming iterative effort coupling an aerodynamic
predictive method and expensive wind tunnel testing. The purpose of this
chapter is to present methodology designed to improve this iterative
process for missile configurations in aircraft interference flowfields.

Until recently, it has been difficult for the designer to numerically
predict the acrodynamic flowfield about complex, mutually interfering
body configurations in the transonic Mach range. The geometric
complexity of the grid generation and the existence of embedded regions
of subsonic and supersonic flow that preclude the use of space-marching
codes have been major road blocks to the solution of the problem. Nit? 2
the advent of generalized, arbigrary geometry, multi-block grid codes **
and sophisticated flow solvers “** to work in concert with these griu.,
good inviscid flow solutions can be obtained for very complex
configurations such as fighter aircraft with external weapons. Inviscid
flow calculations have beeg guccessfu]ly obtaiged on missiles with 8.9
multiple 1ifting surfaces v*~ multiple finned 16 and unfinned bodies ®?
and a wing-pylon-unfinned store configuration at Tow angles of attack.
.h addition, three-dimensional computatioqi ?§Vi3been successfully
obtained on overlapping or Chimera grids “"*~“? This method has been
designed to simplify the grid generation and allow more timely and
routine calculations of complex aircraft{Yeapon configurations. Steps in
this direction have been tak?E by Benek with multiple unfinned body
calculations, and by HMeakin with calculations on a wing-unfinned body
configuration.

The computational results presented here cover the range of interest
from multiple finned stores to a wing-pylon-store configuration. Both
the blocked grid and overlapping grid methods were used for the wing-
pylon-store computation. Al1] configuration grids were built using the
elliptic method of Thompson * resident in the Eglin Arbitrary Geometry
ImpLicit Euler (EAGLE) code. The izviscid solver ii based on an implicit
Euler algorithm described by Belk and Whitfield 12, The algorithm is
a flux difference split (FDS) scheme based on Rce's 1 approximate
Riemann solver. One version 7 the flow solver handles blocked-grids
while a second version handles single block overlapped grids through

CLEARED FOR PUBLIC RELEASE

10-1



three~dimensional interpolation between grids outer boundaries.

GRID GENERATION

The EAGLE grid code is a general three-dimensional algebraic/elliptic
grid generation system based on the block structure. This code allows
any number of blocks to be used to fill an arbitrary three-dimensional
region. Any block can be Tinked to any other block (or to itself) with
complete (or lesser) continuity across the block interfaces as specified
by input. The code uses an elliptic generation system with automatic
evaluation of control functions, either directly from an initial
algebraic grid (generated by the code using transfinite interpolation)
and then smoothed, or by interpolation from the boundary point
distribution.

The grid generation systenm 2 actually consists of two codes, one of
which generates the boundary surface configuration, and the other of
which generates a grid within the field. These codes are designed so
that, once a configuration has been developed, changes can be made in a
local manner without the necessity of corresponding changes scattered
throughout the input. The grid in the field is then generated by the
grid code. Three complex grid configurations generated with the EAGLE
code are presented here. These particular configurations were chosen for
their complex, though generic, geometry, and to cover a range of rutually
interfering body applications.

Mutually Interfering Finned Bodies

The first case chosen emphasizes the aerodynamic interference betwecn
closely spaced finned bodies. One, two, and three finned body
combinations were gridded to isolate the interference effects. Each
finned body was identical to the others, comprised of a generic ogive-
cylinder-ogive body and four swept fins with a tapered NACA 0008 airfoil
cross-section and exposed aspect ratio of 0.257, Figure 1. The finned
body was arranged in the one, two and three-body combinations illustrated
in Figure 2. The most complex configuration was the three finned body
combination, Figure 3. Since the separation distance between the bodies
was less than one body diameter, the three bodies were arranged with
physical clearance in mind. Hence, the top two bodies were in the x-fin
arrangement, while the bottom body was in a +-fin arrangement. To
expedite the solution process and save computational costs, advantage was
taken of the vertical symmetry plane, cutting the configuration in half.
The overall grid was nearly 300,000 points in 30 blocks. C-0 grids were
constructed around the bodies, with the remainder of the grid an H-0
mesh. Blocks 1-8 and 19-22 comprise the C-0 grids. Blocks 1-4 and 19
and 20 extend from the body nose to the fin leading edges. Upstream of
these blocks are H-0 grid blocks 9-12 and 23 and 24, which complete the
tube-1ike structure forward to the front boundary. In this manner, three
sections of 10 blocks each comprise the grid, the section bzing stacked
axiaily, front to back.

A cut through the wireframe grid at the fin section, Figure 4, gives
a closer view of how the blocking scheme was formulated. Blocks 1-8
around the upper body were each 10,309 points. Each block was 61 points
axially, 13 points radially, and 13 points circumferentially (61 x 13 x
13). Blocks 19-22 around the lower half body were each 7,930 points (61
x 10 x 13). The twelve larger outer blocks completed the overall grid.




Figure 5 gives a three-dimensional perspective of the bodies in relation
to the reflection plane, and a cross-sectional grid plane at the back
boundary. The tube-like grid construction can be seen around the half
body on the reflection plane, as well as the grid around the bodies in
the rear plane.

In general, grid line distribution functions were used extensively
within individual blocks to achieve smooth transition between blocks. A
hyperbolic tangent distribution function was typically used. Nearly
uniform spacing was generated on the body forward of the fins, while grid
line clustering was used on the fin sections, concentrated at the leading
edge. Typical longitudinal cell sizes were 1.2 percent on the body based
on body length and 1.0 percent on the leading edge of the fins based on
the local chord. The average cel) on the fins was 2.6 percent local
chord. The size of the first cell in the normal direction to the body
and fin surfaces were typically 3.9 percent of the body diameter.

As noted earlier, an attempt was made to build all the grids in a
similar fashion. Figure 6 shows a cross-section of the block-edge
schematic for the two finned body case, comparable to Figure 4. The body
is again built in a tube-like mesh composed of C-0 and H-0 grids. The
overall grid is now 21 blocks (240,292 points), with three sections of
seven blocks each stacked axially. The dimensions of blocks 1-12 are
identical to those in the three body case, with the same arid spacings
maintained whenever possible. A cross-section of the block-edge
schematic for the single body configuration is shown in Figure 7. This
grid is composed of 24 blocks (289,432 points), and is generated by
adding three outer boundary blocks where the reflection plane was located
in Figure 6. Here the size of the first 21 blocks are the same as before
with the same spacing enforced where possible.

Wing-Pylon-Store Configurations

The next appli:zation of the EAGLE grid generation system to a multi-
body problem is that of the wing-pylon-store configuration. The wing is
a clipped delta (NACA 64A010 airfoil section) with 45 degrees of leading
edge sweep. The pylon is an ogive-flatplate-ogive shape, while the store
is an ogive-cylinder-ogive with an aft cylindrical sting. The basic
configuration dimensions are shown in Figure 8.

The surface grid defining the geometry was built entirely with
operations in the boundary code. Coordinates for the wing root and tip
were read in, and the wiag was built by interpolation between root and
tip coordinates. The chordwise point distribution was set to allow
control over spacing at both the leading and trailing edges.

The pylen, store, and sting were constructed according to dimensions
and specifications by building up curve segments and then rotating these
curves, or by interpolating between them. The pyion was generated
separately and then affixed smocthly to the wing lower surface through an
intersection operation. Since the ultimate purpose of the grid was to
accurately model wind tunnel experiments, a gap was left between the
Tower surface of the pylon and the top of the store, consistent with the
wind tunnel model. Figure 9 illustrates the surface grids and the 0.07
inch gap between the pylon and store.
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The grid developed for this problem is a 30-block system containing
approximately 650,000 points. The system consists of a C-0 grid
enclosing the pylon, store, and sting, with an H-type grid surrounding
the wing and the embedded C-0 structure. An H-0 structure extends from
the nose of the C-0 to the upstream grid boundary. The boundary for the
C-0 grid was generated by rotating curves about the axis of the store and
sting. This approach, while quite simple for an isolated body, was
complicated considerably by the need to have the C-0 boundary interface
smoothly with the highly curved Tower surface of the winy. Additional
complexity was caused by the 45-degree sweep angle of the wing leading
edge. The curves to be rotated each included a C-like segment emanating
from a point ahead of the store nose and terminating at the leading edge
of the wing at a point to the right or left of the pylon. A second
segment of the rotated curves consisted of spair lines extracted from the
lower wing grid. The third part extended from the wing trailing edge to
the downstream boundary.

Figure 10 is a view of the blocking system at a plane about mid-
chord. Block 6 is embedded in the gap as indicated. Points were
clustered in the gap between the pylon and store to better resolve the
flowfield. Figure 11 illustrates the elliptic grid at the same axial
location. A side view of the block system on the outboard side of the
pylon is shown in Figure 12. The large outer blocks are truncated here
for easier viewing, accounting for their irregular boundaries. Figure 13
is a side view of the elliptic grid showing the interference of the
pylon-store C-grid with the surrounding wing H-grid. The difficulties
inherent in interfacing the C-grid with the wing are graphically evident
at the leading edge.

The remainder of the grid system, consisting of 24 blocks, surrounds
the C-0 system. Except for the H-0 cylindrical structure ahead of the C-
0 system, these remaining blocks are nearly rectangular. The far-field
boundaries were placed 20 store diameters upstream and downstream of the
nose of the store, and 15 diameters outboard of the store. Looking
downstream from the front boundary, Figure 14 illustrates the blocking
system in the grid upstream of the wing-pylon-store blocks.

The final application of the EAGLE grid generation system is the same
wing-pylon-store configuration, but using Chimera overlapping grids.
Here, grids are built separately around the wing, pylon, and store, then
overlaid to obtain the final configuration. In addition, a fourth grid
is built to assist in the interpolation between its coarser wing grid and
the finer store and pylon grids.

The basic surface geometry is shewn in Figure 15. The wing and pylon
are the same as before, but the store has the sting removed to facilitate
easier gridding. The resulting store grid is of O-type, Figure 16, with
perpendicular planes shown. The body length consists of 95 points with
35 points radially and 73 points circumferentially. Figure 17 presents
the wing arid with the wing surface, reflection plane and back plane.
The grid is of C-C type with dimensions being 135 points from the leading
edge to the back boundary, 31 points normal to the wing surface and 95
points spanwise from the top reflection plane to the bottom reflection
plane wrapping around the wing tip.

A perspective of the pylon grid is shown in Figure 18. The grid was
built by generating a surface coincident with a portion of the wing lower



surface and then wrapping this surface around the pylon from the outboard
to the inboard side. The grid contains 61 points lengthwise on the
pylon, 21 points normal to the pylon surface and 57 points wrapped around
the pylon. Figure 19 illustrates the combination of these grids along
with the interface grid. The front portions of cach grid are eliminated
for viewing purposes. The interface grid encompasses the store and pylon
grids and is nearly rectangular except for the upper surface which
conforms to the wing surface. This grid contains 111 points chordwise by
45 points normal to the Tower wing surface by 47 points spanwise.

CONMPUTATIONAL RESULTS

To investigate interference effects for the three configurations, a
series of computational cases were solved.

flutually Interfering Finned Bodies

For the first example case, Figure 2, Euler solutions were obtained
at Mach numbers from 0.80 to 1.20 at zero degrees angle of attack. All
cases were run to convergence at a Courant number gf 5 for 1,000
iterations with a speed of approximately 4.9 x 107 sec/pg/iteration on a
CRAY{-2 supercomputer. For the three body case, 51.6 x 10” words of

central memory were used with a total run time of 3.76 hours for 1000
iterations.

Multi-Body Pressure Comparisons

To illustrate the acrodynamic interference in the multi-body cases,
Figure 20 plots the pressure coefficients on the inboard side of the
upper body for the three finned configurations at Mach 0.95 and zero
degrees angle of attack. It is clear that by adding a second body and
then a third, the flow accelerates between the bodies as indicated by the
increasing expansion peaks, both on the forebody and between the fins.
Also, the expansion regions increase in size, resulting in the shocks
moving downstream. It is interesting to note that the expansion rise on
the ogive nose generally reaches the same magnitude at the ogive-cy: ‘nder
junction, X/L = 0,28, for all three configurations even though the rate
of expansion for each case is different. The Euler code gives very good
agreement with data in the one and two body cases, even though the
interference effects are strong in the two body case. The Euler code,
however, shows a crisp shock on the body at X/L = 0.45 in the two body
case, whereas the data begins to indicate the effects of viscosity and a
more smeared shock. This becomes even more evident when the third body
is added, although the data does not show a large difference in the
expansion change. Here again the flow solver predicts a sharp shock at
X/L = 0.50, that is in contrast with the smeared shock indicated by the
data. Also, the Euler prediction over-compresses after the shock, unlike
in the one and two body cases, where the predictions and data more nearly
agree after the shock. It is becoming evident from the Euler/data
comparisons that the three-body case is much more viscous dominated than
the two-body case. Finally, in the fin region, the expansion and
subsequent shock is overpredicted and downstream as would be expected
from an Euler code. However, the fin region is highly viscous, near Mach
1.0, as will be discussed later.

In contrast to the inboard side of the upper body, the outboard side,
Figure 21, is much better predicted, even in the fin region. The main

5
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interference effect here is the elongation of the expansion region near
mid-body with the subsequent rearward movement of the shock, as the
second and third bodies are added. In all three cases the flow solver
does quite well. Interference effects are not felt on the outboard side
of the ogive nose, compared to what was seen on the inboard side. In
fact, the pressure distribution on the outboard side of the body in the
multi-body cases closely resembles the distribution for the single body
case, except ‘for the shock location. Therefore, the interference
flowfield shock formed on the body is not a local phenomenon on the
inboard side of the body, but rather a shock disk extending around to the
outboard side. The strength of the shock may vary from the inboard to
the outboard side, but the outhoard shock location is similar to the
inboard shock location.

Multi-Body Aerodynamics

When investigating the aerodynamic interference phenomena of rultiple
bodies in close proximity, the question arises as to the mutual
aerodynamics of such configurations. How the bodies react to each other
and the underlying causes of the reaction are important to understand.
The pressure distributions are integrated for the three-body
configuration to obtain the force and moment coefficients from Mach 0.80
to 1.20. Figure 22 plots the normal and side forces of the upper body
and normal force of the lower body. Figure 23 plots the pitching and
yawing moments of the upper body and the pitching moment of the lower
body. The moment reference center is located at X/L = 0.561. The axis
system and sign convention from Figure 2 is in effect here for both the
upper and lower bodies. Up and down refer to the vertical axis, while in
and out refer to the horizontal axis.

What is evident immediately from Figure 22 is that the forces on the
bodies tend to move the bodies together in subsonic flow, but move the
bodies away from each other at supersonic Mach numbers. The inward force
at Mach 0.80 also appears to be significantly strorger than the outward
force at Mach 1.20. Here inward and outward refer to the direction from
the center of the configuration. Figure 24 illustrates this strength by
comparing the pressure distributions on the inboard and outboard sides of
the upper body at Mach 0.80. The outboard side prediction is at 85
degrees clockwise from top center, while the inboard side prediction is
at 265 degrees. The twou expansion regions on the inboard side at the
nose and tail provide a strong inboard force when compared to the same
two outboard locations. This identical pattern was also observed on the
upper/lower sides of both the upper and lower bodies, where the expansion
peaks on the maximum interference sides determined the force direction.
The result was an inward/outward force on the upper body and upward force
on the lower body. Supersonically, the forces reverse themselves. The
pressui¢ distribution on inboard and outboard sides of the upper body,
Figure 25, gives evidence for this reversal. In marked contrast to Mach
0.80, the flow expansion in the fin region is similar from one side of
the body to the other. In addition, the pressure on the outboard side of
the nuse expands more rapidly than the inboard side, resulting in a nct
outboard force. However, the significant contributions to the outward
force occurs as a result of the shock or the body near the fin leading
edge region. Unlike at Mach number 0.80, where 1little difference was
observed across the body in the compression region after the body shock,
a significant difference occurs here across the body, resulting in an
outward force. Only the larce expansion region prior to the shock on the
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inboard side, X/L = 0.30 to 0.60, serves to minimize the outward force.
Again the identical behavior was seen on the upper/lower sides of the
upper and lower bodies. Investigation of the moment coefficients yielded
an equally interesting explanation. Figure 23 shows that the bodies
react to the subsonic flow opposite to that in supersonic flow.
Subsonically, the nose of each body moves away from the other, while the
fin sections move toward each other. In supersonic flow the direct
opposite occurs, where the body nose sections come together while the fin
sections move apart. At Hach number 0.80, Figure 24, the flow expansion
on the inboard side of the upper body dominates the pitching and yawing
moments. The difference across the fin section from outboard to inboard
is so great that the fin sections move toward each other. Sincc this
also occurs in the vertical plane of both the upper and lower bodies, the
result is that the nose of the upper body pitches upward and yaws
outboard, while the nose of the lower body pitches downward. This
phenomena has been observed in flight on nurierous occasions during
subsonic carriage and release of multiple bodies from aircraft. Reversal
of this trend supersonically can be explained from Figure 25. The
dominant feature here is the strong shock on the body at X/L = 0.67, wit!
the accompanying expansion area before and sharp compression region
after. This expansion/compression forns a couple that rotates the no:
inward and the fin section outward. The magnitude of the moment is
restric.ed by the proximity of the forces to the moment reference center
#nd the counteracting nose compression on the inboard side. Si~~~ the
vertical plane of both the upper and Tower bodies is similarly d,
the result is that the nose of the upper body pitches downward , 8WS
inward, while the nose of the Tower body pitches upward.

The key element in establishing the observed multi-body force
moment dependence on Mach numbers is the rearward movement of the w.a,
and fin region shocks, and elongation of the body flow expansion region.
Figure 26 clearly illustrates this phenomena. The bady shock near X/L =
0.30 for Mach 0.80 travels aft to X/L = 0.50 for Mach 0.95, and then to
A/L = 0.67 for Mach 1.20. Heanwhile, the strong shock in the inboard fin
region at Mach 0.80 moves off the body at Mach 1.20, leaving only an
expansion region on the fins that was shown in Figure 25 to have little
influence. The rearward clongation of the body flow expansion region is
evident in Figure 26 and is clearly depicted in surface oil flows,
Figures 27-29. The bright while region near the nose cylinder junction,
Figure 27, coincides with the expansion region at X/L = 0.25, Figure 26.
As the Mach number increases to 0.95, the flow expansion region now
elongates from X/L = 0.25 to X/L = 0.50, in Figure 26. Figure 28
confirms the growing expansion region with the rearward movement of the
bright oil. This side view of the three-body configuration shows the
inward movement of the oil toward the interference side of the bodies and
the areas of lowest pressure. In Figure 29 the shock has moved aft to
the leading edge of the fins. The elongated expansion region upstream of
the fins is clearly seen. By comparing the three oil flows, the shock in
the fin region can be seen moving aft. At Mach 0.95, the shock is strong
enough to induce a region of vorticity clearly visible in the last
quarter chord of the fins, Figure £8. Understandably, the Euler code was
not able to capture this region. The phenomena was ver: sensitive to the
Hach number and interference flowfield in that it was only observed at
Hach 0.95 and 1.05, and to various degrees of strength depending upon the
fin orientation in the configuration.
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The rearward movement of the fin region shock is further illustrated
in Figures 30 and 31. Both figures show fin pressure distribution at 30
percent span on the 315 degree fin of the upper body. At Mach number
0.80 the shock is on the fin, although overpredicted and downstream of
the data. Still, a clear, significant difference exists between the
upper and lower surfaces, resulting in the inward/downward force as seen
previously. Figure 31 shows the shock has moved off the fins and the
differential between upper and Tower surface pressures has lessened.
This is consistent with the findings discussed earlier. These two

figures are typical of the agreement between prediction and data on all
the fins.

Wing-Pylon-Store Configurations

The second case is the wing-pylon and unfinned store, Figure 9, using
blocked grids. Euler solutions were obtained at Mach numbers from 0.60
to 1.20 at zero degrees angle-of-attack. All cases were run to
convergence at a Courant number of 5 for 500 iterations with a speed of
approximately 8.4 x 107 sec/pt/iteration on a CRAY-2 computer using a
slower, but greatly reduced memory requirement version of the Euler code.

Store Aerodynamics

The mutual aerodynamic interference phenomena of the wing-pylon-store
configuration is of prime interest to both missile and aircraft system
designers alike. Since these phenomena are important to both weapon
carriage and release from aircraft, a better understanding of how these
bodies react to each other in high speed flight would be invaluable.

This section takes a cursory look at the forces and moments acting on the
store and their underlying causes based on pressure distributions.

For the range of Mach numbers considered, Figure 32 plots the forces
and moments acting on the store body. Normal force, yaw force, and
pitching moment are all well-behaved through the Mach range. The yawing
moment , however, changes sign with increasing Mach. First of all, the
normal force coefficient indicates an upward force on the store toward
the wing-pylon while the pitching moment shows a nose-down moment for all
Mach numbers. This can be readily explained upon examination of the
pressure distributions on the top and bottom of the store, Fiqure 33.
This plot shows the pressures on a longitudinal body curve at zero
degrees circumferentially (directly under the pylon) and at 180 degrees
(directly under the store). The extensive low pressure region aft of
0.30 X/L on the top side compared to the bottom side accounts for the
upward normal force on the body. This, coupled with the higher pressure
region forward of the 0.30 X/L point compared to the bottom side, creates
the nose-down pitching moment seen in Figure 32. Note that the agreement
with wind tunnel data is quite gdod, even in the gap region between the
pylon and store beginning at 0.30 X/L. This agreement was typical for
the range of Mach rumbers studied. Figuie 34 confirms the normal force
and pitching moment trends for the Mach number range., The plots indicate
the pressure differential frcp the fop to the bottom of the store (delta
Cp) at three cases that span the Mach range. For all cases the pattern
remains the same; a net dcwnward pressure at the nose and net upward

pressure under the pylon, resulting in a net upward force on the body and
a nose-down pitching moment.
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The side force remains inboard throughout the Mach number range.
However, the yawing moment changes direction as Mach number increases
from 0.60. These trends can be observed by examination of Figures 35-37.
A1l three plots are pressure distributions spanning the Mach number range
along both the inboard and outboard sides of the body. In all three
cases, the inboard pressures at 275 degrees around the body are generally
Tover than the outboard pressure at 85 degrees, resulting in a net
inboard force. The change in the distribution of this pressure
differential from forward to aft of the center of gravity (c.g.) causes
the reversal of the yawing moment as Hach number increases. At Mach
0.60, Figure 35, the largest pressure differential occurs near the nose,
forward of the c.g., resulting in a nose inboard yawing moment. At Machs
0.95 and 1.20, Figures 36 and 37, the differential has moved aft of the
c.g., causing the body aft section to move inboard and the nose to yaw
outhoard. Figure 38 summarizes these findings plotting the pressure
differential (delta Cp) along the body sides for the three Hach numbers
studied. Clearly the majority of the differential curves are negative,
resulting in inboard forces for all Mach numbers. Movement of the
maximum differential rearward on the body as Mach number increases, rioves
the net force from forward of the c.g. at Mach 0.60 to aft of the c.g. at
higher lach numbers, and reverses the yawing moment. This reversal can
be critical to a safe store release, and therefore crucial to flight
clearance engineers.

Overlapped Grids Solution

The last case is the wing-pylon and unfinned store, Figure 15, using
overlapped grids. An Euler solution was obtained at Hach 0.95 and zero
degrees angle of attack. The case was run to convergence at a Courant 4
number of 2 for 1000 iterations with a speed of approximately 1.3 x 10~
sec/pt/iteration on a CRAY-2 computer. The speed of the Euler code was
significantly reduced due to the interpolation process between the
overlapped ¢rids, even though the basic solver algorithm remained the
sane. Thg solution took approximately 32.7 hours of run time using
61.5 x 10 words of central memory.

This case was run to compare the flow solutions obtained usin the
blocked grid and overlapping grid methods. Figures 39-42 present these
comparisons on the unfinned store for four circumferential positions.
Clearly both methods give similar results even though the grids are
significantly different.

CONCLUS 10N

A complete grid generation and flow solver system has been
demonstrated for complex aerodynamic interference configurations in the
subsonic/transonic flight regime. The method combined an arbitrary
geometry, blocked elliptic grid generator with compatible, yet
generalized, implicit flow solvers. These solvers were Euler methods
based on a flux difference split algorithms and capable of obtaining
solutions on blocked or overlapping grids. The flow parameters obtained
for configurations of various complexity compared favorably with
experinental data. The pressure distributions on mutually interfering
bodies were found to be as accurate as those on isolated airframes.
Consequently, the forces and moments obtained from integrated surface
pressure distributions resulted in physically realistic rigid body
behavior in interference flowfields. This demonstrated accuracy in
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interference flowfields make the system an attractive overall design tool
for air Taunched missiles.
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ABSTRACT

The objective is to demonstrate the numerical simulations of the interference flows about
generic configurations of internally and externally carried stores at supersonic speeds. The
efficiency and performance of fighter or bomber type aircrafts can be effected by stores in their
proximity. The safe and effective separation of stores also become important as speed increases.
External store carriage is the logical choice for existing aircrafts. The internal carriage of stores
by the military aircraft, however, is an option for the possible reductions of both aerodynamic
drag and radar observability. Trade studies of these options require studying the parent body
and the stores together, With this motivation, a computer code was recently developed to solve
the three-dimensional, Reynolds-averaged, unsteady, compressible, full Navier-Stokes equations
on overlapped and block-structured grids. Each store location was assumed to be frozen at
some close proximity of its parent body during its separation. Unsteady computations were
performed for two types of internal-carriage configurations with two separate relative positions
of each. Also, a steady flow simulation was performed for a store model near a flat plate wing.
Time-averaged surface pressures were successfully compared with the experimental data.

INTRODUCTION

Aerodynamic effects of stores on a fighter or a bomber type of aircraft and their safe
operations become more important as the speed of the aircraft increases. In addition to wind
tunnel and flight tests, computations are now a viable option for the store-carriage-configuration
design and trade studies. Computational fluid dynamics (CFD) is free from the problems of
disturbing the flow with measurement probes or the wind tunnel walls, and it can reduce risks
associated with flight tests. However, it is bounded by the truncation and the round-off errors,
and the urderlying physical assumptions. The aim of this study is to explain the application of a
recently developed CFD code, and to contribute to the much needed database in understunding
the interference between a parent body and a store during its separation. It is meant to augment
wind tunnel tests, such as those reported in Refs. 1-5.

This investigation was divided intc five building-block studies: (1) simulations of cavity
flows (Refs. 6-9), (2) simulations of flows past cylindrical bodies at incidence (Refs. 10-12),
(3) grid generation by a hybrid domain decomposition technique, DDT (Ref. 13), (4) simulations
of interference flows past a cylinder near a flat plate wing (Refs. 13,14), (5) simulations of
interference flows past two separate internal-carriage-configurations (Refs. 15,16).

The results included in this paper were compiled from References 13 through 16. Therefore,
the description of the governing equations and their solution method are only summarized below.
Also, the survey of pertinent literature on external and store carriages is omitted and the reader

is referred to the proceedings of several conferences on this topic held in recent years (e.g.,
Refs. 3, 17, 18).




COMPUTATIONAL METHOD

A rectangular cavity consists of walls with outward normal vectors in three directions.
Consequently, the diffusion effects of the viscous fluxes are not negligible, and their gradients
are approximately of the same order of magnitude in all three directions. This requires the
solution of the complete Navier-Stokes equations. Their reduced forms, such as, the thin layer
approximation or the Euler equations produce nonphysical solutions to cavity flows.

The effects of Reynolds stresses were incorporated through the Baldwin-Lomax (Ref. 19)
algebraic turbulence model. Several modifications have been done to the model for all the points
in the cavity in order to determine the proper length and velocity scales in the highly vortical
regions of massive separation, near three-dimensional corners and near the shear layer. Details
of these modifications are given in Refs. 7-9.

Finite volume differencing was formulated by integrating the conservation equations over
a stationary control volume. This equation was solved using the second-order accurate method
described in Refs. 13, 15, 16, and 20. Either flux vector splitting (FVS) or flux-difference
splitting (FDS) was used to construct the upwind differences for the convective and pressure
terms. The diffusion terms were centrally differenced. Spatial approximate factorization and
Euler backward integration after linearization in time resulted in the solution through 5x5 block-
tridiagonal matrix inversions in each of the three directions.

A domain decomposition technique (DDT) subdivides the flow domain into simpler sub-
domains which accept easily constructed grids. these methods vary in constructing the grid
interfaces and establishing the communication among the subdomain grids. Popular DDT’s are
the overlapped grids, the zonal grids, and the multiblock grids.

The standard block tridiagonal inversions of approximately factored, delta form of the Navier-
Stokes equations can be easily extended for zonal and block structured grids. However, due to the
existence of the overlap region and the holes in the overlapped grids, modification to the solution
algorithm is necessary (Ref. 21). As subdomains are moved to their overlapped positions, some
cells of one grid may be found to ¢ 3. < with a solid boundary contained within another grid.
Also, a significant number of cells . . %e interpolated, if every cell common to more than
one subdomain grid is to be updated. This becomes computationally expensive and it could
have an adverse effect on the global accuracy when cell sizes are not compatible in different
subdomain grids. This problem can be avoided by updating only the boundary of the common
region between subdomains, and excluding the other cells inside this region from the calculation.
This process introduces an artificial boundary or a hole inside the overset subdomain. Hence, a
search method was used to create and locate these holes. The details of the DDT’s used in this
study and the consequent modifications to the solution algorithm are given in Refs. 13 and 15.




CONFIGURATIONS AND GRIDS

Five computational examples were considered in this study. For the first two cases, a sharp
ogive-nose-cylinder (ONC) was positioned near a cavity with a length-to-depth ratio of 6.73
(Fig. 1). The cavity was 29.363 in. long, 4.363 in. deep and 5.768 in. wide. The base diameter
and the length of the cylinder were 1.2 in. and 24.028 in., respectively. The cylinder was
mounted to a L-shaped offset sting, which had a 3.2 in. axial section (Ref. 2). The cylinder
was placed 6.0 in. above the cavity opening for Case 1, and it was positioned 2.0 in. below
the cavity opening for Case 2,

The computational domain was divided into four subdomains. The stretched Cartesian grid
for the cavity had a lower block (81x23x43) inside the cavity and an upper block (103x28x57)
above the cavity subdomain. The conservation across the grid interface is extremely important
since the cavity flow is driven by the shear layer. To ensure the conservation, the grid lines
were contiguous normal to the interface of these two blocks where the solutions were matched.
A boundary fitted H-O grid was wrapped around the cylinder (121x29x33) and the sting was
contained in an O-H grid (21x25x57). Both grids were embedded in the Cartesian grids. The
end surface of the O-H grid containing the sting root was coincident with the cylinder solid
surface. These component grids were used to form we composite grids for both cases. In fact,
this is one of the advantages of the current algorithm in which the component grids are reusable.
The total number of points in the composite grid was 390,219. The composite grids of Case 1
is shown in Fig. 2. Portions of the overlapped regions are marked by the solid circular dots.

For Cases 3 and 4, the parent body was represented by an 18 in. long, 4 in. wide and 2
in. deep cavity centered aft of the leading edge of a 47 in. by 16 in. flat plate (Fig. 3a). A
boundary layer trip strip was installed 1 in. aft of the plate leading edge to promote transition
to turbulent flow at the cavity lip. The store was represented by a 11,714 in. long cylinder
with 0.5 in. diameter, which included a blunt-nos: and a boat-tail (Fig. 3b). Four standard
fins in cruciform arrangement and a curved offset s.ing were attached to the cylinder. Two flow
cases were picked from the large test matrix reporied in Ref. 4. The cylinder axis was aligned
with the longitudinal center plane of the cavity at zero angle of attack, and was located 1.8 in.
-above the cavity opening for Case 3 and 0.9 in. below the cavity opening for Case 4. The
flows of cases 1-4 were assumed symmetrical, which allowed the simulation of only half of
the configuration. The cavity grid consisted of one block above the flat plate (122x40x50) and
another block inside the cavity (91x31x45). The H-O grid of cylinder-fin-sting (CFS) assembly
consisted of three blocks separated by the fin surfaces. The dimensions of these blocks were
(121x17x41), (121x33x41), (121x17x41).

These individually generated subdomain grids were put together to form the composite grid.
The three blocks of CFS were embedded in the two blocks of cavity with overlapped intergrid
volumes, thus creating holes in the cavity grids (Fig. 4). The total number of points in the
composite grid was 703,332, The locations of these holes were naturally different for Case 3
and Case 4. Composite grids can be generated for different positions of CFS, as it moves relative
to the cavity, without having to change the subdomain grids.

The configuration of Case 5 was comprised of another ogive-nose-cylinder (ONC2) attached
to a sting and in a proximity of a flat plate which was 70 in. long and 55 in. wide. The
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base diameter and the length of ONC2 were 1.2 in. and 21.6 in., respectively. The nose of the
cylinder was placed 34.42 in. aft of flat plate and its axis was 4.2 in. away from the flat plate
(Fig. 5). A stretched Cartesian grid (97x57x73) was generated for the flat plate. The grid for
ONC2 was a C-O grid (73x65x17) and it was completely embedded in the Cartesian grid (Fig.
6). The total number of points in the composite grid was 484,282.

BOUNDARY AND INITIAL CONDITIONS

Since the flow was two-dimensional on the flat plate ahead of the cavity, a two-dimensional,
turbulent boundary layer profile was generated to match the experimentally determined thickness
upstream of the cavity lip (0.40 in. for Cases 1 and 2, 0.26 in. for Cases 3 and 4, 0.85 in.
for Case 5). Using this profile as an upstream boundary condition allowed the computational
domain to start downstream of the flat plate leading edge (22 in. for Cases 1 and 2, 13 in. for
Cases 3 and 4, 14 in. for Case 5), thus significant computational time and memory saving were
realized. The conventional viscous flow boundary conditions, that is, no-slip, impermeability,
and adiabatic-wall conditions were imposed on all solid surfaces. First order extrapolation of
the primitive variables were used at the downstream boundary. One-dimensional characteristic
boundary conditions were imposed at the outer boundary and the lateral outboard boundary. The
symmetry of the flow at the plane, where symmetry was assumed (Cases 1-4), was ensured by

setting the contravariant velocity normal to this plane equal to zero and extrapolating the other
primitive variables.

Besides the physical boundaries of the computational domain, there were intergrid boundaries
between the five subdomain grids. The conservative transfer of fluxes across a block interface,
i.e., where the lines normal to the interface are contiguous, was maintained by using two sets
of ghost cells on each side. Across an intergrid boundary with overlapped subdomain grids,
the conserved variables were interpolated nonconservatively to one set of ghost cells on each
side. The coefficients of this trilinear interpolation to one grid cell were determined based on
the distances to the vertices of a hexahedron formed by the cell centers of the neighboring
overlapped subdomain grid (Refs. 13, 15).

Since the governing equations were elliptic partial differential equations and were solved
using time marching, the dependent variables, i.e. the conserved flow variables, needed to be
initialized. This could be done by either an all-quiescent domain or by an all-freestream domain.
However, a more efficient method was initializing the cavity subdomains with the solution for
a clean cavity flow, i.e. in the absence of the cylinder. Similarly, the CFS, ONC, and ONC2
domains were initialized with the solution for a flow past CFS or ONC without the presence
of the parent body in its proximity. This procedure required first solving time accurately for
the unsteady clean cavity flow (Refs. 6-9), then solving for the steady flow past CFS or ONC
(refs. 10, 12),

The block chart of the code developed for this class of flows is given in Fig. 7. The
viscous internal store carriage code (VISCC) was run on the CRAY-2 computers of NASA
Langley Research Center and Numerical Aerodynamic Simulation facility of NASA. The run
time memory required by the solver of the flow equations (VUMXZ3) for the cases being
considered here was about 136 megabytes for Cases 1 and 2, and 208 megabytes for Case 3
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and 4, and 142 megabytes for Case 5 (approximately 295 bytes per grid point). The memory
requirement can be reduced, if necessary, by simply dividing the domain into more subdomain
grids. As discussed earlier, this is one of the advantages of employing DDT.
Two characteristic times were defined for two different reasons. The first characteristic time
-vas defined as the maximum of all the times obtained as the ratio of a cavity dimension, / (length
width) to the corresponding component of the freestream velocity, t; = max (l/u). It was used
. a time scale for this unsteady flow. Numerical transients due to the nonphysical initialization
«.f the clean cavity computational domain were assumed to be removed after running the solution
1 garithm for (4 t;;). The second characteristic time was defined as the ratio of the minimum
'«ngth of the discretization stencil used by the solution algorithm to the freestream value of the
~reed of sound, t; = min (5.AXm)/ac. Note that this second-order algorithm used five-point
stercils in each direction. Time characteristic, tc», was used to determine the physical limitation
set on the time step size of the solution algorithm which was advanced time accurately. To
collect computational data at a rate faster than the wave propagation speed, computational time
step should be an order of magnitude less than t.;. This practice ensured capturing numerically
the pressure fluctuations of the cavity flow. The values of t;; and t; for the Case 3 cavity
were (.73 and 0.07 milliseconds, respectively. Their values for the cavity of Case 1 were 1.56

and 0 073 milliseconds, respectively. Since Case 5 involved a steady flow, t.; and t were not
defin=d for this case.

DISCUSSION OF COMPUTATIONAL RESULTS

For Cases 1 and 2, the flow was turbulent at M = 1.65, Ro/ft = 2x10°, o = 0°, P, = 1092
1b/ft2, and T, = 584°R, where P, and T, denote the freestream total pressure and temperature,
respectively (Ref. 2). The nominal wind tunnel test conditions (Ref. 4) of the turbulent flow
being simulated for Cases 3 and 4 were: Mach number, M = 2.75; unit Reynolds number, Re =
2.97 million per foot; total pressure, P, = 18.3 psia; total temperature, T; = 580°R. The major
differences between the configurations of Refs. 2, 4 are: (1) CFS has four fins, (2) CFS has a
blunt nose and a boat-tail, (3) the sting shapes are totally different. The configuration for Case
2 does not contain the sting in an attempt to obtain a better understanding of flow between the
cylinder base and the cavity rear face. Besides, such a sting certainly does not exist in a realistic
application such as an internally carried store separating from its parent body.

Case 5 represents an external store flow. The approaching turbulent flow was at M = 2.86,
Re = 2 million per foot, Ty = 610°R. The ogive-nose-cylinder (ONC2) and the flat plate were
at zero angle of attack.

Cases 1 and 2:

The clean cavity solution was obtained after 15 t;;, which required about 17.5 hours of
computer time. The steady-state solution for cylinder-sting in freestream was obtained by using
one hour of computer time. The computer time to advance the interference flow for one tg
was about 20 hours. The interference flow between the components of the configuration was
observed in less than one t¢, after the initialization of the flowfield. However, the solution
was advanced for nearly 2 t;;. The reasons for this extended calculation was to mimic the
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experimental procedure for code velidation purposes. In the experiment (Ref. 2), a steady flow
measurement technique was used to measure these unsteady flows.

The computed values of the averaged pressure coefficient (Cp) distributions on the cavity
surface and the cylinder for Case 1 are presented in Fig. 8 in comparison with the experimental
data. In Figs. 8a-b, G, distributions are plotted along the horizontal centerline of the floor (F)
and the vertical centerline of the rear face (RF). The pressures are near the freestream value
on most of the F, but they increase near and along the RF. The same trend is observed in
Fig. 8c for the side wall (SW). The longitudinal C, distribution on the inboard surface of the
cylinder (n = 180°) shows the sharp increase owing to the nose shock followed by the expansion
around the forebody (Fig. 8d). In comparison with the results of clean cavity (Ref. 9), these
results show that the cylinder has very small effect on pressure distributions on the centerline
of the cavity. In any event, the computed C; values compare very well with the experimental
data at all locations. These values vary with time for this unsteady flow and the only basis
for comparison is through time averaging. However, the initial time and the elapsed time of
the averaging process are different for the computations and the measurements. Also, a true
characteristic time for averaging is not evident since the flow fluctuations are non-periodic at
supersonic speeds (Ref. 7-9). The measured surface pressure data were averaged values of
over 100 measurements obtained within a time span of 2 to 3 seconds. The surface pressure
distributions in this study were averaged over a period of approximately 3 milliseconds. The
averaging was done over 11,000 computed values.

The instantaneous streamwise Mach number contours at the plane of symmetry (y = 0.0) for
Case 1 are displayed in Fig. 9. Evident in this figure is the undulation of the free shear layer
which is formed between the high speed external flow and the slower internal flow. When the
pressure inside the cavity is below the freestream pressure, the shear layer is deflected down
and air is pumped into the cavity. This air mass is then slowed down by various dissipative
processes within the cavity and this in turn increases the cavity pressure above the freestream
value. The shear layer is then deflected out of the cavity by the excess pressure and the mass
is pumped out of the cavity. However, this cycle is changed when a cylinder is placed near the
cavity. The pressure of the flow between the shear layer and the inboard side of the cylinder
is increased due to the nose shock of the cylinder and its reflection off of the shear layer. As
shown in Fig. 9, this rise in the pressure value then causes the shear layer to deflect downward
deep inside the cavity. The formation of the wake flow at the base of the cylinder and the blunt
trailing edge of the sting and its interference with the shear layer are also shown in Fig. 9.

The vortical nature of the shear layer is depicted in Fig. 10. This figure also shows the
expansion at the sharp comer of the front face and the compression at the rear face of the cavity.
Also shown is the nose shock on the cylinder and impingement of this shock on the shear
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presented in Fig. 11. The oscillation of the normal force coefficient, Cn, due to this unsteadiness
is observed over a period of 1.59 milliseconds (ms). The computed mean value of the axial force
coefficient Ca and Cn of the cylinder over this period were (0.3532) and (0.0056), respectively.
The experimentally measured values of C4 and Cy were (0.3756) and (-0.0258), respectively.
The unsteady nature of the flowfield and the interaction of the shear layer with the cylinder
are illustrated in Fig. 12, where Mach number contours of symmetry plane at five consecutive



instants over a period of 1 ms are shown. The shape of the shear layer and in tumn its points
of contact with the cylinder constantly change with time. This motion of the shear layer and
its interaction with the rear lip of the cavity has been shown to generate shedding of vortices
(Ref. 9).

Time averaged pressure coefficients on various surfaces of the cavity and the cylinder are
presented in Fig. 13. The trend of computed C; distributed on most surfaces agree very well
with the data of Ref. 2. The discrepancy in the distribution of RF is attributed to the sting,
which exists in the experimental mode] but not in the computational model. The computed C,
at the vertical centerline of RF is slightly higher than the experimental data. This effect is also
evident on the surfaces of the cylinder. The predicted menn values of Ca and Cy for the cylinder
over a period of 1.59 ms were (0.0580) and (-0.0551), respectively. The experimental values
(Ref. 2) for C, was (0.0283) and for Cn was (-0.0611). The variation of Cn over this period
is illustrated in Fig. 11. The difference between a high and a low instantaneous values of Ch,
which may be interpreted as the amplitude, is much larger for Case 2 than it is for Case 1. This
is expected since the unsteadiness is much more pronounced inside the cavity.

Cases 3 and 4:

The clean cavity solution was obtained after 10 t;, which required about 25 hours of
computer time. The steady state solution for CFS in freestream was obtained by using 1 hour of
computer time. The interference flow solution was obtained for 2 t.; after the initialization of
the flowfield. The computer time needed for 1 t;; of the interference flow was about 35 hours.

The instantaneous Mach contours of the symmetry plane (Fig. 14) show the flow structure
of Case 3. As the boundary layer on the front plate separates at the front cavity lip, it forms the
shear layer bridging this deep cavity. This open-type (Refs. 6-8) cavity flow is predominantly
transonic inside the cavity. However, the impingement of the detached shock emanating from
the nose of CFS causes the shear layer to deflect inwards, creating a supersonic pocket in this
region. Above this region, between the incident shock and its reflection, the Mach number is
greater than freestream.

At the inboard and outboard sides of the CFS, boundary layer growth is drastically different
because of cavity flow inierference. Another shock structure is evident just upstream of the
fins. The interaciion of this shock surface and the shear layer creates a highly vortical wake
just downstream of the fins. At this instant, the shear layer is deflected upward upstream of
the rear cavity lip. A strong detached shock surface extends from the base to the top of the
vertical sting. The wake behind this sting is highly vortical. The flow on the rear flat plate is
partially transonic and separated.

A spanwise cut of the shear layer and the flow in the fin region are depicted via the
instantaneous and normalized pressure contours (Fig. 15). The boundary layer on the cavity
side plate reaches the shear layer through a large crossflow vortex. Near the shear layer the
elevated cavity pressure is reduced to freestream. As the lower surface of the inboard fin is
approached, the pressure increases to its maximum value. A nonsymmetrical flow develops in
the fin-to-fin region with cylinder-inboard fin and cylinder-outboard fin flows being significantly
different. The resulting pressure distribution in the fin regions will create a normal force which
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pushes CFS away from the cavity, and a moment which pitches the nose of CFS towards the
cavity. This undesirable separation attitude is typical in the case of shallow cavities (Refs. 1-3).

Time averaged surface pressure cocfficients are plotted and compared with the wind tunnel
data (Ref. 4) for various locations of the cavity (Fig. 16). The trends of the computed pressure
coefficients agree with the data. It should be noted that these values vary with time for this
unsteady flow. Therefore, the initial time and the elapsed time of the averaging process become
variables both for the computations and the measurements. The computed values appear slightly
higher than the data in Fig. 16. However, the agreement improved with longer elapsed times
of averaging. Since the flow fluctuations were nonperiodic at supersonic speeds (Refs. 6-9), a
true characteristic time for averaging was not evident.

The flow structure of Case 4 is shown through the instantaneous Mach number contours of
the symmetry plane (Fig. 17). The internal flow is accelerated from the nose of CFS to the
point where the shear layer impinges on the cylinder. Sonic speeds are achieved near the fin
region with shear-layer and detached shock surface interaction just ahead of the vertical sting.
The flowfield at the fin region is depicted by the instantaneous density contours of the crossflow
plane (Fig. 18). The shear layer is deflected inward after a large vortex near the side plate. The
densi:y values are larger around the upper fin as compared to the lower fin.

Shown in Fig. 19 are the normalized pressure contours of the symmetry plane at two different
instants of time. A comparative observation of these figures reveals the unsteady nature of the
flowfield. Two shocks, with an expansion in between, are visible due to the upward deflection
of the shear layer at two locations. The normalized pressure after the first shock is about 1.3 and
that of the second shock is 2.1. At some instant later, the angle of the first shock is smaller and
the second shock moves significantly in the streamwise direction. Although not shown here for
brevity, observation of the flowfield plots at 20 different instants indicated nonperiodic cycles of
shock motion above the shear layer. Finally, the time averaged pressure coefficients on various
surfaces are shown in comparison with the experimental data (Fig. 20). Generally, the trends
agree very well, yet discrepancies exist in the numerical values.

Case 5:

Since only a frozen instant of the store separation was considered, the flow was assumed
steady. Therefore, computations were performed through the local-time stepping and the

multigrid convergence acceleration (Refs. 12, 13). The solution was obtained by utilizing
3.5 hours of computer time.

Presented in Figs. 21-24 are the results for the flow past the ogive-nose-cylinder (ONC2)
at 3.5 diameter (D) distance from the flat plate, The Mach number contours of the longitudinal
plane of symmetry are shown in Fig. 21. The interaction of the cylinder forebody shock and the
boundary layer on the flat plate is followed by the reflected recompression waves impinging on
the cylinder aftbody. The influence of the reduced pressures in the region between the cylinder
and the flat plate is observed as reduction of the C, values on the flat plate (Fig. 22). They
are slightly negative almost everywhere except in the region where the shock impinges. The
interference of the flows is further demonstrated by the Mach number (Fig. 23) contours at a
crossflow plane. The shock imparts a significant momentum on the fluid particles in normal and
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spanwise directions. This can be observed through the skin friction patterns (limiting streamlines)
on the flat plate (Fig. 24). The outline of the cylinder is superimposed in order to indicate the
relative location of the streamlines. The flow along the longitudinal centerline experiences an
adverse pressure gradient (Fig. 22) until the point of shock impingement. This pressure gradient
causes sharp spanwise turns of the streamlines with the crossflow velocities increasing, followed
by inboard-direction turns to recover the freestream direction. The convergence of the limiting
streamlines indicates trends of localized crossflow separations.

CONCLUSIONS

A computational fluid dynamics code was developed to simulate the interference flows
experienced during the carriage and separation of internally and externally carried stores. The
code was applied to two different internal-carriage configurations and one external-carriage
configuration. Due to the existence of the cavity in the case of internal-carriage, the flowfields
were unsteady, and they were simulated through time-accurate computations. The flow abovt
the external-carriage case, however, was considered steady. Favorable comparisons obtained
between the computed results and the experimental data contributed to the validation of the
computational code. The results of this study, particularly, the computational unsteady data and
the computational flow visualization, should contribute to the database needed for the design
and trade studies on the store carriage and separation.
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Fig. 4 Composite grid of CFS inside the cavity (Case 4),
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VISCOUS INTERNAL STORE CARRIAGE CODE
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2 :GENERATE BOUNDARY LAYER PROFILE FOR ADVANCED INITIALIZATION TO

3 :SOLUTION FOR CLEAN CAVITY FLOW- optional COMPOSITE GRID 6 -optional
4:GENERATE STORE GRID R N

5 : SOLUTION FOR ELOW PAST STORE 8 : SOLUTION FOR INTERFERENCE FLOW
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Fig. 7 Block chan of viscous intemnal O

Store carriage code (VISCC).



7 . g SMRE RUASE U BN B R e SIS S nd aa
S e S
sk ] sk ok
| J s 4
A Kl 1
Ly 3 1
ap 2r -
A 1 Bl o 4
C, oft& e » S of 9
4 4 < L
" 3 Jf e
-3 y -4 3 J
[X ] L— - od -: 4
21 b Ci1 of 1
'Y S SO TR TP TPV SO ST PR YU [ VP SPUE TPV P T SNV TP S R P
0 4 2 3 4 5 8 7 0 9 10 0 1 2 3 4 5 6 7 8 9 10
N, o
axlal distribution on Faty = 0.00 ° normal distribution on RF at y = 0.00"

(a) (b)

7 L] T J SRR 1] 1 T T T T vy
il sk b
.SE Sk R
aF At
af 3
2t af
At R
C. 0 L_—-'_.‘."' C’ ] - ]
K18 .1 ]
b 't ]
-2 w2} ]
3t At
s -4
X o Y
-.SE- N3 e
[} S R R PN P AW 1t Y’} SO P Lot oa t a .l 1 i
OO0 2 03 48 8 T 88 a0 0 1 2.3 4 5 8 7 8 0 10
mﬂv Mclon
axial distribution on SW at z = 1.05" axially on inboard side (1) = 180°)

(c) (d)

Fig. 8 Time averaged surface pressure cocfficient distributions for Case 1.

-1




Fig. 9 Instantaneous Mach contours on the symmetry plane of Case 1.
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Fig. 17 Instantancous Mach contours on the symmetry planc for Casc 4.
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Fig. 21 Mach number contours on the symmetry planc
of ONC2, which is at (3.5D) distance from the flat plate.

Fig. i
ig. 22 Pressure coefficient contours on the surface of the flat plate with ONC2 at (3.5D) distance

11

!






CLEARED FOR PUBLIC RELEASE

OVERSET GRID METHODS FOR AERODYNAMIC SIMULATION
OF BODIES IN RELATIVE MOTION

Robert L. Meakin *

University of California
Department of Mechanical, Aeronautical,
and Materials Engineering
Davis, California 95616
U.S. A.

INTRODUCTION

Aunslysis of modern aircraft and launch vehicles often require accurate computation of
aerodynamic flow fields about geometrically complicated regions. The present work adopts
the point of view that geometric complexity can best be addressed computationally via
overset grid (i.e., Chimera) techniques which decompose complex domains into a number of
much simpler overlapping subdomains. This approach simplifies grid generation problems,
since each component can be generated independently and grid boundaries are not required
to match neighboring grids in any special way. Further, the approach facilitates the use of
existing structured grid flow solvers which are highly vectorizable. Overset grid methods
have been demonstrated for a wide variety of aerodynamic applications including, among
many others, simulations about the integrated space shuttle vehicle for various ascent
conditions [1], transonic computations about the entire F-15 aircraft with pylons and
stores [2], simulation of the viscous flow about the F/A-18 at high angles of attack (3],
and numerical studies of a delta wing planform with multiple jets in ground effects [4]. In
addition, overset grid techniques represent a powerful tool for analyzing problems involving
relative motion between vehicle components. Such applications have been carried out time-
accurately in three-dimensions for the separation sequence of the Space Shuttle’s solid
rocket boosters [5] and aircraft store separation sequences [5,6]. The approach has also
been successfuly applied to many non-aerodynamic problems ranging from applications in
biomedical fluid mechanics [7] to environmental flow simulations (8].

Overset grid techniques allow each component of a given configuration to be gridded in-
dependently and overset onto a main grid to complete the discretization. Usually there
is a major grid which is stretched over the entire field, and is often generated about a
dominant boundary or surface. Minor grids are generated about remaining portions of
the body. For example, a nine-grid discretization of the integrated space shuttle vehicle is
represented in Figure 1, where the external tank is the major grid, and minor grids have
been generated about the orbiter, solid rocket boosters (SRB), attach hardware, and the
SRB and orbiter wakes. As can be seen from this example, minor grids may be used to
resolve features of the geometiry, such as details of the vehicle components, or features of
the flow that are not adequately resolved by the major grid. In the case of moving body
applications, all grids may move with six degrees of freedom relative to an inertial frame

of reference. Accordingly, grid generation is not required during moving body problems,

An overset grid approach for moving body applications consists of three main func-
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tional components; aerodynamics (ADF), body dynamics (BDF), and domain connectivity
(DCF). The present prper presents the corresponding overset grid techniques which have
been developed in suppoi: of a need to simulate a proposed space shuttle abort maneuver
known as “fast sep”, which called for an emergency separation of the orbiter from the rest
of the launch vehicle during ascent. Most of the simulation results presented in the paper
have been presented previously. However, the compuiational methods employed have been
imiproved in terms of efficiency, general applicability, and accuracy. Accordingly, the most
recent components of the overset grid techniques developed in support of the space shuttle
are presented here,

THE COMPUTATIONAL METHOD
Aerodynamic Function (ADF)

The unsteady flow of a viscous, compressible, continuous fluid is governed by the Navier-
Stoxes equations. In the absence of any external body forces, and conditions which justify
the “thin-layer” approximation, these equations can be nondimensionalized and written in
a generalized coordinate system [9] as:

8.0 + 8 F + 9,G+ 9 H = Re™19,§ (1)

where the viscous terms in ¢ have been ccllected into the vector 5, and

p U v
| . pul +&:p . puV + n.p
Q=|pv|, E=T'| poU+lp |,F=T1| poV4uyp [,

pw pwU +&:p pwV + 0y

e (e+p)U ~&p (e +p)V —mp

1144
" puW +(.p
and G=J"1| pvW +¢(yp
pwW 4+ (;p
(e+ )W —Gip

The dependent variables represented by the Q array are defined with respect to an inertial
reference frame (viz., a space-fixed Cartesian coordinate system). However, the indepen-
dent variables have been transformed into a general curvilinear coordinate system that is
body conforming in both space and time. Since the dependent variables are left in terms of
an inertial frame of reference, apparent body forces due to rigid-body motion do not exist.
This is not true for formulations which transform both the independent and dependent
variables to the body conforming reference frame.

The variables u, v, and w are the Cartesian components of velocity. U, V, and W are the
contravariant components of velocity, and are defined as

U=€¢+€z“+€y”+€zws V=7h+77:“+")y”+7hwa W=C:+C=u+Cyv+Cxw.

An implicit approximately factored algorithm for solving the thin-layer Navier-Stokes equa-
tions is used here. The algorithm requires the ¢ direction to be oriented normal to body
surfaces in order to resolve the boundary layer. It uses central differencing in the 5 and
¢ directions and upwinding in ¢. The algorithm is formally presented in reference [10],
however, for completeness, a brief description is presented here. The numerical analog of
equation (1) can be written as
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[1+ ihe2(A+) + ishs,E* — ishRe=2 8 I M"J — iy Dy
x [I+ ishe] (A= )" + ishty, B ~ i Dily] AQ" ()
= —i At{SE(F+)" + 6] (F~)* + 8,G" + 6 H™ — Re™15,5"} — iy(De |y + D.|¢)@"

where h = At or (At)/2 for first or second order time accuracy. Here, § is a three-point second
order accurate central difference operator, and § is a midpoint operator used with the
viscous terms. The flux F is eigensplit to facilitate use of the backward and forward spatial
difference operators &} and 6{ . The flux differences themselves are midpoint differenced

and backward or forward weights of the split fluxes are used in the manner ¢f Thomas, et

al. [11]. The matrices 4, B,C, and M result from local linearization of the fluxes about the
previous time level. D, and D; are dissipation operators, and are used in the central space
differencing directions. Presently, turbulence modeling is accomplished via the algebraic
turbulence model of Baldwin and Lomax [12).

“Intergrid boundary points”, or IGBPs, is a termonology that is used frequently throughout
the balance of this paper. It refers specifically to the set of points which define “hole
boundaries” and minor grid outer boundaries. “Holes” can exist in overset grid systems
(examples are illustrated in Figures 1b, 2a, and 2b) and boundary conditions for the grid
points which make up the corresponding boundaries must be interpolated from the solution
field of a neighboring grid, just as for minor grid outer boundary points. Values for the
i, array and the interpolation coefficients needed to update the IGBPs are provided by
the Domain Connectivity Function (DCF, to be discussed shortly). In the present work,
problems involving multiple bodies in relative motion are of primary interest. The location
of hole and intergrid boundaries are time dependent for such problems. Accordingly, the
i, array and required interpolation coeflicients are also a function of time. Herein lies the
close interdependence of the method’s three functional paris for moving body problems.
The AeroDynamics Function (ADF) depends on the DCF to supply hole and interpolaticn
information. The DCF in turn, depends on the Body Dynamics Function (BDF) to supply
the location and orientation of all moving bodies relative to the primary body, or set of
bodies. Completing the cycle, the BDF depends on the ADF to provide aerodynamic loads
and moments on the moving bodies, in order to perform its function.

Body Dynamics Function (BDF)

The thin-layer Navier-Stokes algorithm described above provides time dependent aerody-
namic fields about multiple body configurations. Of course, the resulting aerodynamic
loadings on the vehicles are derivable from this information and can be represented as
instantaneous integral forces and moments applied at the center of mass for each body.
Specifically, the loads for each body are determined as

Fy = f, (T2 = p + T2y + 72:) - dAs, M, = f, (v — o )dF; — (z — 2,)dFy],
Fy = f. (tyz + Tyy — P+ 7y2) - dAy, My = f. [(z = 20)dF; — (z — 2,)dF;], (3)

£

F. =, (Tez + T2y + 72s — p) - dA;, M, = f, (= — 20)dFy — (y — yo)dF:).

where the surface of integration is that of the body; 2., ., 2z, are coordinates of the body
center of mass; r; the ij components of the viscous stress tensor; and p the pressure; all
defined relative to the inertial frame of reference adopted in the flow solver. It should be
noted that the thin-layer and full Navier-Stokes viscous stress tensors are identical at a
surface where the no-slip condition applies.

The present approach allows the trajectory of body components to either be prescribed,
or allowed to respond to aerodynamic and applied loads (i.e., any load which can be
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represented as a force and moment combination acting at the body center of mass). Applied
loads may be, for example, vehicle weight, effects of separation motors, wind gusts, etc.
In the present work, all applied loads are defined relative to the inertial frame of reference
used by the flow solver, and are combined with the computed aerodynamic loads to form
resultant F,, Fy, F;, M., My, and M, values which act on the body.

The general motion of a rigid body is a combination of translation and rotation. The
Newtonian linear momentum principle leads directly to relations which describe the trans-
latory motion of the body mass center as it is acted upon by F,, F,, and F,. Likewise,
the angular momentum principle leads to relations which describe the angular motion of
the body. The most convenient set of equations which describe the rotational motion of a

rigid body about a fixed point can be defined if the frame of reference is fixed to the body
and aligned with its principle axes.

M1 = Ill-Jl - (Iz el Is)(dzws,
Mz = Izdg -_ (Ig — I;)wua}],, (4)
Ma = Iaw'a -— (Il - Iz)ww:.

The above equations are known as Euler’s equations for rigid body motion. The dependent
variables of the equation set are w,, w;, and w3, which are the angular velocities about the
body principle axes. M, M;, and M; are the moments acting on the body relative to its
principle axes, and are related to M., My, and M, via the transformation relations:

My = cuM; + c1aMy + c1aM;,
M; = cnM: +caaMy + caa M, (5)
Ms = ca1 My + csaMy + casM;.

Finally, I,, I, and I, are the principle moments of inertia. In the present work, the
instantaneous moments acting on a body are assumed constant over At, and equation set
(4) is integrated from time-level n to n+1 using the trapezoidal rule. With the body angular
velocities now defined for the n4 1 time level, the new body orientation can be determined.

However, the angular velocities must be transformed back to the inertial reference frame
via

wy = C11w) + cnws + caws,
wy = c13wy + C33w3 + C3aws, (6)
W; = C13Wy + Ca3w3 + Casws.

The directional cosine tensor components, ¢;; and c;; facilitate transformation from the
inertial to body frames, and from the body ‘o inertial frames, respectively. The directional
cosine tensor components can be defined in terms of the Euler vector ¢ as

c11 = 2(6161 -+ 6464) - 1, c = 2(6361 + 6364), C31 = 2(6361 — 6364),
c1a = 2(€163 — €3€4)y,  caz = 2(ea€z + €a€q) — 1, c33 = 2(€s€z + €164), )
c1s = 2(e1€3 + €3¢€4), a3 = 2(€ez¢3 — €164), c3s = 2(€z€a + €q4€4) — 1

where ¢, €3, €3, ar . ¢4, are the components of € and are known as the Euler parameters.
Any change in the relative orientation between a moving body and the inertial reference
frame can be defined as a simple rotation of angle # about an axis whose direction is defined

by the unit vector X. The Euler parameters can be defined in terms of X and 6 as
e = Msin(d), e =Asin(3), es = Assin(%), e = cos(%) (8)
with the constraint relation

altea’+ea’tea’=1. 9)
12
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As a body moves, ¢ must be consistently upda‘ed to facilitate transformation of vector
quantities between the inertial and body fixed frames of reference. Accordingly, relations
between ¢ and angular motion of the body are required. The needed relationship is ex-
pressed as follows:

€1 +eq4 —€3 + €3 +¢€ Wy
€ 1|t tea —a +allw, . (10)
€s 3l-es e +€4 +ey W,
€4 —€; —€3 —¢3 + ¢ 0

Since the angular velocities (w., wy, and w, ) are known at time level n+1 from the solution
of equation set (4), equation (10) can be integrated over time At for the Euler parameters at
a+1. In the present work, the constraint relation given by equation (9) is enforced in a least
squares sense using a generalized inverse. However, given the time step sizes required to
suitably resolve the transient processes in moving body problems, the constraint relation is
usually satisfied. Accordingly, the least squares enforcement of equation (9) is not applied
unless &*! lies outside a prescribed tolerance of the constraint.

A body dynamics code based on the above relations provides the n+1 Euler parameters and
inertial frame center of mass coordinates for moving bodies. This information is sufficient
to position and orient corresponding grid systems at their n + 1 locations.

Domain Connectivity Function (DCF)

The price that must be paid for the geometric and computational freedoms provided by an
overset grid approach lies in the need to provide free transfer of information between the
various grid components. Again, intergrid boundaries are the outer boundaries of minor
grids, and the boundaries around holes created by overset portions of bodies defined in a
neighboring grid. Of course, the IGBPs (intergrid boundary points) are dependent upon
solutions in the overlap region of neighboring grid systems. For example, the dependent
flow variables for the hole boundaries in the external tank grid shown in Figure 1b must
be interpolated from the overlap region of neighboring grid systems, possibly from the
orbiter and SRB solution domains. Hence, a generalized procedure for identifying IGBPs
and suitable donors for the required interpolations is needed. Various algorithms can
be devised for performing this task automatically (e.g.,, PEGASUS [13] and CMPGRD
[14]). For static grid cases, existing algorithms for performing this intergrid communication
function may be sufficient. However, for moving body problems, such as for aircraft store
separation and trajectory applications, staging sequences of launch vehicles, and others, it
is essential that this function be very efficient since it is required with each grid movement.
As interactive grid generation becomes increasingly common, the incentive to carry out
interactive domain connectivity will also increase. Hence, the efficiency of current methods
for performing this function must continue to improve.

The PEGASUS code has been modified and employed for airczaft store separation and the
space shuttle SRB separation problems [5,15], and was also used in the tilting disk heart
valve calculations of Kiris and Chang [7]. However, this algorithm represents a computa-
tional expense that is of the same order as the flow solver for aerodynamic applications
[5]. In the present section, an entirely new approach to the domain connectivity prohlem

is outlined (a complete description of the method is in preparation). It is hoped that this

new approach will provide at least an order of magnitude reduction in expense for this
function without loss of generality.

In general, each component grid in an overset grid approach represents a curvilinear co-
ordinate system of points. However, the position of all points, regardless of component,
are defined relative to an inertial frame of reference. Though the respective mappings

12-5



between physical and computational space are relatively simple, they still pose a problem
when it comes to facilitating domain connectivity. The problem is that the computational
space of each component grid is completely arbitrary. The ¢,7,¢ coordinates of a point in
one grid, for example, are not related to the ¢,9,¢ coordinate system in any other compo-
nent grid. This makes it difficult to identify suitable donor elements for the interpolation
requirements of the IGBPs. Search methods can be employed for this purpose, but are
computationally expensive and often are not easily vectorizable.

The present method employs non-search techniques to satisfy all interpolation require-
ments, and a highly efficient method of IGBP identification. The method contains 4 basic
steps which include problem set-up, inverse mapping of key subsets of the several compu-
tational spaces, IGBP identification, and determination of IGBP donors-and interpolation
information.

Problem Set-Up

The “set-up” aspects of the new method require certain basic pieces of information to
establish the problem. First, the ¢,7,¢{ space of each grid component must be defined
with respect to an inertial frame of reference. Usually, each grid component is associated
with a vehicle component, such as the orbiter or external tank in the case of the space
shuttle. It is convenient to define a body center of mass and Euler parameters for each grid
component, However, these values are only significant for grid components associated with
a moving body. In moving body problems, the corresponding body mass centers and Euler
parameters (defined by equation (8)) are used to achieve proper spatial and rotational
orientation of the several body components and associated grids. Hence, the center of
mass that should be specified for each grid component is that of the body to which it is
associated. For grids which never move from their initial mated positions, including fixed
grids used to resolve flow features, the center of mass specified is not relevant. Accordingly,
any grid component associated with a fixed body, or flow region, should have the Euler
parameters specified as €= [0,0,0,1)7.

Inverse Maps

In order to realize the computational gains hoped for in providing domain connectivity,
it is necessary to be able to freely convert from inertial frame coordinates (z,y,z) to the
computational space coordinates (¢,7,¢) of any component grid. Such a conversion facility,
eliminates the need for costly search algorithms. The present method proposes the use of
inverse mappings between the independent computational spaces of the component grids
and a corresponding number of uniform Cartesian grids. Therefore, if suitable inverse
maps can be created at a computational expense less than that required for the more
traditional search methods, the present idea is valuable for fixed grid applications. In any
case, however, the idea holds a great deal of promise for moving body problems, since the
inverse maps need only be created once for any given grid component. Hence, moving

body problems can be carried out with practically no searches, and with no cost for the
inverse maps.

There are probably several ways the idea of inverse mappings could be implemented into
2 domain conncctivily algorithm. In ihe present impiementation, there are three slightly
different contexts in which the inverse maps are used. First, an inverse map of the major
grid computational space must be established. However, it is not necessary to map the
entire major grid. The major grid inverse map only needs to extend over that portion of
the domain where IGBP information is going to be exchanged. In fact, a number of inverse
maps of the major grid can be created, each mapping different portions of the major grid
domain in which connectivity may be needed. For example, a simplified space shuttle grid
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system is illustrated in Figure 2. The example considers a three component discretization

of the external tank (major grid), and the upper and lower (as depicted in the figure)
solid rocket boosters. Figure 3a identifies the extent of the major grid inverse maps, which
anticipate the limits of interest of an SRB trajectory during separation. The second type
of inverse maps are those associated with minor grid components. The entire domain of
each minor grid must be mapped (see Figure 3b).

Provided the grid components are rigid, the inverse maps are always valid, even for moving
body problems. For example, consider an SRB separation sequence as suggested in Figure
4. Given inertial frame coordinates (x,y,z) which at any instant lie within the domain of
an SRB grid, for example, the corresponding computational space coordinate (¢,7,¢) can
be found immediately by ¢ sea.rchmg the corresponding SRB inverse map. “Searching” an
inverse map is a trivial operation.

With the approach taken in the present method, the preceding two types of inverse maps
are sufficient to provide all domain connectivity requirements. However, it is easy to
imagine that a uniform Cartesian distribution of grid points may not accurately resolve the
variations in ¢,#,¢ for a number of situations. For example, if the ¢ coordinate corresponds
to grid lines normal to a body component, it is unlikely that a practically sized uniform
Cartesian grid could resolve the variation in ¢ for the boundary layer portion of a viscous
grid. However, even a coarse uniform Cartesian system of points can be used to create an
inverse mapping which will define the limits of ¢,5,¢ variation for a given component grid.
Such is the premise of this new method. The inverse maps are used to identify, within a
very narrow range, the ¢,1,¢ coordinates of donor elements for inter-grid boundary points.
At best, the inverse maps identify the correct donors directly, which is usually the case. At
worst, they identify a “neighborhood of points” for each IGBP wherein the correct donor
element resides. A search of the neighborhood, then, will reveal the correct donor. The
motive of the third and final context in which inverse maps are used in this method is to
minimize neighborhood sizes in regions where the major and minor grid inverse maps do
not sufficiently resolve ¢,n,¢.

The present method allows for the creation of auxiliary inverse maps. Auxiliary inverse
maps are not always required. However, for viscous grids, or grids which have rapid vari-
ation in ¢,9,¢, perhaps to resolve details of a flow, such as a shock, auxiliary inverse maps
may significantly reduce the computer time required to satisfy domain connectivity require-

ments. Any number of auxiliary inverse maps can be created for any of the component
grids.

An example of where an auxiliary inverse map may prove useful is shown in Figure 5. The
figure is a close-up of the gap between the external tank and the lower solid-rocket booster.
The external tank grid is shown in the right-hand portion of Figure 5a, and the uniform
Cartesian grid of the lower SRB inverse map is shown in the left-hand portion. The spacing
of the external tank’s inverse map grid is roughly the same as that shown for the lower
SRB. Neither inverse map, however, resolves its respective ¢,1,¢ space. In this case it is
possible that the present method would identify the entire grid as the neighborhood of
the correct donor for a point within the gap. Fortunately, a very modestly sized auxiliary
inverse map covering the gap (as in Figure 5b) would provide sufficient resoiution of this
region to identify the correct donor element within a neighborhood of a few points. In
the case of moving body problems, such as SRB separation, the need for auxiliary grids
may disappear as the distance between bodies increase. The present method automatically
discards such auxiliary maps, saving the computational overhead required by their use. It
is also possible that flow conditions, or even body motion, could create a situation that
could benefit from an auxiliary inverse map. At present, the method does not recognize
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this need automatically.
IGBP Identification

Consider, for a moment, procedures which could be employed to identify intergrid bound-
ary points within overset grid systems. The IGBPs which correspond to minor grid outer
boundaries are easy to identify. This can be done as simply as specifying ranges of co-
ordinate indices. A more difficult task is that of identifying IGBPs resulting from holes
created by a body, or bodies, in overset grids. Consider again the external tank and SRB
grids shown in Figure 2. The SRBs, of course, cause holes in the external tank grid, and
the external tank causes a hole in each of the SRBs. The respective body shapes of the
external tank and SRBs could, for example, be used to create the holes and, hence, identify
the resulting intergrid boundaries. The result, however, would not be acceptable. Intergrid
boundary points created in this way could lie within the viscous portion of the donor grid,
or even on the body surface. Due to the relative coarseness of the receiving grids in such
regions, no useful information could be exchanged. Hence, it is desirable to define kole
boundaries some distance from the actual body surface. Several factors may dictate the
best offset for the hole cutting surfaces. In any case, it is necessary to provide a mechanism
for cutting holes. The PEGASUS code, for example, uses a collection of surfaces defined
by the component grids to create holes.

The approach adopted in this work is to cut holes using a collection of analytic shapes.
Computationally, the task of hole creation in this way is very inexpensive. For example,
the holes created in the external tank grid shown in Figure 2 were created using a cone,
a cylinder, and a sphere positioned around each SRB. Similarly, the holes cut in the SRB
grids were created by a cylinder and an sphere positioned around the external tank. Since
each of the shapes are analytic, efficient routines can be written to determine if points lie
in or outside of the shape. In the present work, an integer variable, I, is defined as 1 for all
component grid points that are in the solution field, 0 for points which lie within a “hole,”
and —1 for an intergrid boundary. Again, intergrid boundary points are either minor grid
outer boundaries, or are the fringe of points that surround a hole. Hence, I, is set to -1
for all minor grid outer boundaries, and, once the holes have been cut via analytic shapes,
the rest of the intergrid boundary points can readily be identified as well, setting I, = 1.
Once identified, it is convenient to compile a list of all IGBPs. In this method, points in
the IGBP list are ordered by grid, viz. IGBPs from grid one occupy the first block in the
list, IGBPs from grid two occupy the second block, etc.

The present method requires component grids and analytic shape parameter definitions
to be made with respect to the initial mated position of the vehicle, or system of grids,
being considered. This is true even for moving body problems. The component grids
are never translated and rotated to their actual dynamic orientations. Rather, when
cutting holes, the analytic shapes are oriented such that the holes are cut as if the grids
were in their dynamic positions. Similarly, when the inverse maps are used to identify
interpolation donors, only the list of IGBPs are translated and rotated to their effective
dynamic positions. The component grids and inverse maps never move. In terms of
computational expense, nine multiplies and six adds are required for every point rotated
from one frame to another. Hole cutting requires transformation of only two points per
analytlic shape selecied Lo posiiion the sei of hole cuiters.

Determination of IGBP Donors

Given inverse mappings of all portions of the component grids which must participate in
the domain connectivity process, and a complete list of intergrid boundary points, the
only task that remains is to identify a suitable donor element for each point in the list. Of
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course, this task also requires provision of the donor’s J,K,L indices and ¢,n,{ increments
‘ needed for interpolation. A certain amount of strategy is needed in order to accomplish
this task efficiently. Two principles dictate the strategy employed here. The first principle
is based on the fact that the inverse maps represent a large amount of data relative to that
contained in the IGBP list. It is assumed that an auxiliary storage device will be employed,
and the inverse maps will be rolled into main memory as needed. Accordingly, the first
principle is to minimize requests for retrieval of the inverse maps from auxiliary storage,
and is accomplished by exhausting the utility of a given map before retrieving the next
map. Accordingly, each inverse map is used only once. The second principle is based on the
fact that a certain amount of foreknowledge about the interconnectivity of the component
grids is always available and should be exploited. Since pointsin the IGBP list are ordered
by grid, obvious interconnections between grids can be made explicit via simple input. For
example, grids which do not share a region of overlap will never have occasion to use one
another’s inverse map. Accordingly, entire blocks of points within the IGBP list can be
skipped when the specified inverse map is in use. There are also interconnection issues
which may not be readily discerned a-priori, but can easily be identified automatically via
simple screening tests of the points in the IGBP list. In the present method, the simple
screening tests are carried out for a single block of points from the IGBP list at a time.
Accordingly, points within a block are skipped, and only a “short list” of points from the
block need to be considered with respect to the inverse map in use. Such a situation exists,
for example, when several grids share a common overlap region. There may be reason,
perhaps based on grid characteristics, or physical features anticipated in the flow, which
would suggest a hierarchy of preferred donor grids for the respective grid components.
Accordingly, if several of the points within a block have already received suitable doerors

from their preferred donor grid, there is no need to use the current inverse map for these
‘ points.

The procedure for identifying suitable donor elements for a given block of points consists of
five steps. First, a simple screening test is carried out on the block of IGBPs to see which,
if any, have already received suitable donors from their preferred grid component. Such
points are not entered into the “short list” of points to be considered further. Second, the
inertial frame coordinates (z,y,z) of the IGBPs in the short list are transformed so that
their relative orientation to the inverse map corresponds to the correct dynamic position
between the respective grid systems. Of course, this step is omitted if a static grid problem
is being considered. The third step is another simple screening test that determines which
of the points in the short list are actually inside the domain of the current inverse map.
Points which pass this screening meke up the final list of IGBPs for which the current

inverse map will be used to find interpolation donor elements. The fourth step is to
actually find the donor elements.

After donor elements have been identified for as many of the points in the final list as
possible, a final screening test, based in the donor’s I, array, is required. For example,
a donor element which contains a hole point (I, = 0) is not a suitable donor. The donor
indices and ¢, increments are saved for each point in the final list which passes the test.
Points in the final list which fail the test must wait for a subsequent inverse map to identify
a donor from a different component grid. Remember, in the present method, a new inverse
map will not be rolled into main memory until the utility of the present inverse map has
been exhausted, which is when all blocks within the main IGBP list have had access to
the map. Once all of the inverse maps have been exhausted, any points within the main
IGBP list for which a suitable donor element has not been found will have an I, value of
‘ 0 and cannot be updated as an intergrid boundary point within the flow solver (ADF).

Donor elements and interpolation increments can thus be provided for the IGBPs within
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a system of overset grids. A code has been built upon these principles and is named
“DCF3D” (Domain Connectivity Function in $ Dimensions). DCF3D has been tested
on four different overset grid topologies, which include the simplified space shuttle grids
illustrated in Figure 2, a wing and missile combination (Figure 6a), a generic helicopter
and rotor combination g‘igure 6b), and a pair of concentric cylinders. The latter case
was used to test the cofle on grid systems where IGBP information must be exchanged
in the vicinity of degenerate (i.e., non-hexahedral) elements. The efficiency of DCF3D in
facilitating domain connectivity is proportional to the number of IGBPs which exist in
an overset grid system, Figure 7 presents the efficiency of DCF2D in a “CRAY-2 seconds
versus number of IGBPs” plot derived from several test cases including those illustrated
in Figures 2 and 6. On average, DCF3D provided domain connectivity among static
overset grid systems at a rate of 472 IGBPs per CRAY-2 second. For dynamic overset
grid systems (i.e., moving body problems), the test computations indicate DCF3D could
provide domain connectivity at rates on the order of 3,500 IGBPs per CRAY-2 second.
Based on test computations using the PEGASUS code for the simplified space shuttle
grids and the wing/missile combination, the corresponding static and dynamic rates for
PEGASUS are about 45.3 and 123 IGBPs per CRAY-2 second, respectively.

The DCF3D test cases used to construct Figure T are relatively small grid systems, the
largest being the 246,740 grid point generic helicopter and rotor grid system which has
6,294 IGBPs. Problems of more practical importance, such as the 9 component space
shuttle grid illustrated in Figure 1, contain many more grid points and IGBP totals of over
50,000, DCF3D must be tested further on more complicated grid configurations. If the
above DCF3D performance rates prove to be true even for large grid systems (which they
should), the present DCF methods can effectively limit DCF expenses in moving body

problems to a fraction of those of the ADF (flow solver). Also, static grid applications
could be done interactively even for large grid systems.

RESULTS

As noted in the introduction, much of the motivation for the development of the present
computational methods originated from the need to simulate the proposed “fast sep” shut-
tle abort maneuver. The SRB separation sequence was chosen as a stepping-stone to actual
“fast sep” computations because of the existence of flight data (i.e., video and pressure
data) and quasi-steady type wind-tunnel data. SRB separation occurs approximately two
minutes into the shuttle’s ascent at Mach 4, and at an altitude of about 50,000 meters. Lon-
gitudinal separation results naturally due to the greater axial acceleration of the combined
orbiter and external tank (ET) vehicle relative to the spent SRBs. However, separation
of the SRBs in the lateral and normal directions are caused by aerodynamic and applied
forces. At separation, eight booster separation motors (BSMs) ignite and provide about
22,000 pounds of thrust each. The BSMs burn for only ~ 2/3 of a second and are oriented
to ensure safe separation and minimize exhaust plume impingement on the orbiter thermal
protection tiles. Given the BSM exhaust directions, (see Figure 8 and reference [16]), the
BSM plumes are clearly a major contributor to the flow field transients during separation.
However, simulation of the BSM plumes was not attempted as part of these calculations.

Rather, the focus of the calculations was on the transients induced into the aerodynamic
field due to SRB motion.

2-D SRB Separation Simulations

A two-dimensional overset grid system was generated to model the symmetry plane be-
tween the shuttle ET and both SRBs. The ET grid was again treated as the major grid and
was resolved with 3x174x60 points in the respective coordinate directions. The SRBs were
each resolved with 3x105x21 points and treated as minor grids. This representation of the
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shuttle vehicle was constructed to further explore transients that may occur at separation,
and to provide a preliminary evaluation of the overall computational method where body
motion is driven by aerodynamic and applied loads, rather than a prescribed trajectory.

Unsteady results are presented and correspond to zero angle of attack (8 = 0) and Mach 2.5
free-stream conditions. Though the BSM plumes were ignored throughout this work, their
effect was accounted for in the present set of simulations as part of the body dynamics
computation. The components of the BSM thrust vectors acting in the ET/SRB symmetry
plane (see Figure 8) were treated as applied forces acting through the SRB centers of mass.

he BSMs were assumed to provide a constant thrust during the burn-time and not to
produce a net moment on the respective SRBs. The gravitational force vector was assumed
to act in the positive Cartesian x direction, which is coaxial with the ET major axis. The
effect of the ET’s greater acceleration was accounted for by applying a corresponding force
to each of the SRBs in the direction of the gravity vector.

The separation dynamics were resolved with 2,500 time-steps covering the ~ 2/3 second
BSM burn time (dimensionless At = 0.0024). Figure 9 shows the instantaneous Mach
field at three instants during separation (t = 25At, 650At, and 1300At). The ET base
region is a highly unsteady regime. This has also been observed in other studies of the
space shuttle’s flowfield [15]. As the SRBs are blown away from the ET, the aerodynamic
field responds. The bow shock “flexes” in response to the SRB motions, resulting in an
increasing downstream region of transonic and subsonic flow (i.e., the lighter colored areas
downstr :am of the bow shock and between the ET and SRBs in Figure 9).

3-D SRB Separation Simulation

A three-dimensional discretization of the integrated shuttle vehicle similar to that illus-
trated in Figure 1, but with lower resolution, was used to simulate the SRB separation
sequence [5]. The composite grid contains approximately 350,000 points. The ET grid is
treated as the major grid, the orbiter and SRB grids are minor ones. In all, there are 8
inter-grid boundaries within the composite grid system and represent 10,408 points. The
corresponding computations assumed the following flight conditions at separation:

My = 4.5, a = +2°, and R, = 6.95 x 108

where the Reynolds number is based on the full-scale orbiter length. The simulation was
carried out for the 2/3 second BSM burn-time, using 500 time-steps to resolve the motion
temporally (dimensionless At = 0.0136). In this case, the SRB trajectory was prescribed.

A sequence of plots from the time-accurate solution are shown in Figure 10 at three instants
during the separation (¢ = 0, 250At, and 500At). Figure 10 shows gray-scale images of the
C, distributions over the surface of the shuttle vehicle. In the top views, the orbiter is
transparent, revealing the C, distributions over the ET and SRBs (mirrored in the figure
about the symmetry plane). Similarly, the SRB is transparent in the side views, revealing
the ¢, distributions over the orbiter and ET. The sequence of results presented in the figure
illustrate the influence of the separation transients on the surface pressure distributions.
As the SRBs move away from the ET and orbiter, the SRB bow shocks interact with the
orbiter bow shock and impinge on the ET and orbiter surfaces causing localized zones
of high pressure. As the SRBs continue to fall back and away, the high pressure zones
correspondingly traverse back the length of the ET and orbiter.

The unsteady separation sequence required approximately 104 CRAY-2 seconds per time
step. Of this, approximately 30.9 seconds were required by the ADF (flow solver), 72.6
seconds for the DCF (then the PEGASUS code run in dynamic mode), and a negligible
amount of time for the BDF (a prescribed trajectory in this case, though the actual BDF
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would still have been a very small fraction of the overall cost). Given the “IGBPs per
CRAY-2 second” rates estimated for PEGASUS (dynamic mode) in the preceding section,
domain connectivity for the 10,408 IGBPs of this problem should be satisfied in about 85
seconds, which is fairly close to the actual 72.6 seconds that were required. Similarly, given
the “IGBPs per CRAY-2 second” rates estimated for DCF3D (dynamic mode), domain
connectivity for this problem should be satisfied in approximately 3 seconds. In other
words, if the same computation were carried out today using DCF3D, the total cost of

the 500 time-steps would drop from the 14.4 CRAY-2 hours (using PEGASUS in dynamic
mode as the DCF) to 4.7 hours.

CONCLUDING REMARKS

An overset grid method of the “chimera” type has been presented for time-accurate simu-
lation of three-dimensional multiple body viscous flows, given arbitrary grid combinations,
body shapes, and relative motion between grid systems. The components of the method
have been tested individually on selected ideal and practical problems. The method com-
ponents have also been tested collectively on several moving body problems; some of the
space shuttle SRB separation results being presented in this paper. Recent improvements
to the overall method include the addition of a body dynamics algorithm and a newly
developed methodology for providing domain connectivity among systems of overset grids.
Addition of the body dynamics algorithm allows the trajectory of body components to
respond to aerodynamic and applied loads. The new domain connectivity methods em-
bodied in the DCF3D code promise substantial reduction in the computational expense of
providing domain connectivity among systems of overset grids.

It should be understood that overset grid techniques in general stiil represent a maturing
methodology. Although the approach is well suited for geometrically complex problems,
and represents by far the most computationally affordable alternative available for moving
body problems, there still are a number issues which demand further algorithmic matu-
ration. Of course, issues of efficiency and accuracy will continue to be pacing items as
they are for all computational methods. Implementation and testing of a new delta form
method for conservative interpolation of IGBP information [17] will be pursued. The
need for adaptive grid (e.g., see reference [18]) capability for unsteady and moving body
problems, represents an additional area in which significant contributions can be made.
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Figure 2. Simplified space shuttle grid system showing hole boundaries. (a)“ Major” grid about
the external tank. (b) “Minor” grids about the upper and lower solid rocket boosters.
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Figure 3. Inverse Maps. (a) Extent of the major grid inverse maps. (b) Extent of the minor grid

inverse maps.
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Figure 4. Representation of component grid and inverse map orientation during SRB separation.
note: As stated in the text, the inverse maps never move. The upper SRB’s inverse map. is
illustrated in this position only to indicate its association with the SRB.
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Figure 5. Auxiliary inverse maps. (a) Major grid and lower SRB inverse mnap resolution between

the external tank and lower SRB. (b) An auxiliary inverse map used to resolve ¢,7,¢ space within
the gap.
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‘ (b) Generic rotor/body combination (6,294 IGBPs).

Figure 8. Sample of DCF3D test cases.
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Figure 7. DCF3D efficiency plot (¢ versus N). Results from several test comnputations are ploited
as Cray-2 seconds required to establish domain connectivity versus the total number of intergrid
boundary points (IGBPs). Data from tests of PEGASUS code are provided for comparison.
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Figure 8. Booster separation motor (BSM) thrust vectors [16).
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Figure 9. 2-D SRB separation simulation. Mach contours about the external tank and both SRBs
during sevaration [15). My = 2.5, 8 = 0°, and R, = 4.92107.
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Figure 10. 3-D SRB separation simulation. C, contours about the inicgrated space shuttle vehicle
during SRB separation [5]. Mo, = 4.5, & = +2°, and R, = 6.95210°.
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‘ 1. INTRODUCTION

The objective of this document is to define and standardize the ballistic
accuracy verification process. The term ballistic accuracy as used in this
document refers to how well an aircraft Operational Flight Program (OFP)
models the freestream ballistics and separation effects characteristics of a
weapon from the time of release until impact, dispenser opening, bomblet
impact, or other special event (drag chute, rocket phase, etc). The
ballistic accuracy verification process consists of three phases: the OFP
ballistic evaluation phase (PHASE I), the separation effects derivation phase
(PHASE II), and the OFP ballistic verification phase (PHASE III). Each of
the phases will be defined in terms of its objective, when it occurs in the
process, the recommended flight test matrix, the recommended number of
weapons, and the acceptance criteria in terms of circular error probable
(CEP) and range bias, where applicable. Weapon freestream ballistics must be
determined and incorporated in the aircraft OFP as a prerequisite to
conducting PHASE I of the ballistic accuracy verification process.

In determining the bombing accuracy of a weapon system, one of the most
important decisions that must be made is determining the number of weapons to
drop during the ballistic accuracy verification process. While too few
weapons may result in erroneous conclusions, too many constitute a waste of
scarce resources. Lack of effective analytical tools to make such a decision
has resulted in test numbers ranging from just a few weapons to several
hundred weapons. Since ballistic accuracy verification is one of the

‘ essential parts of OFP software development, the capability to determine the
number of weapons required is extremely valuable. Table 1 shows the number
of weapons needed to statistically estimate CEP for a particular confidence
level and acceptable error in the actual CEP. Table 1 is based on a
bivariate normal distribution--a two-dimensional, normal distribution where
the distributions in either direction [range (along track) and deflection
(across track)] are independent of each other. Reference Technical
Memorandum 78-4 (TM 78-4 SA), Statistical Analysis of Weapon Impact Data,
from the Naval Air Test Center for details on calculating CEP and defining
Table 1. Requests for this document should be referred to Commander, Naval
Air Test Center, Patuxent River, Maryland 20670.

2. DEFINITIONS

Aircraft Dispersion: Refers to the aircraft errors contributing to the
weapon delivery error budget because of sensor errors, on-board avionics,
timing delays, variation in rack ejection forces, etc.

Circular Error Probable (CEP): A measure of accuracy whose value is equal to
the radius of a circle centered on the aimpoint or mean point of impact with
an associated probability of containing 50 percent of the impact points. CEP
is measured in the normal plane for level and dive deliveries and in the
ground plane for loft deliveries.
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Deflection Error Probable (DEP): A measure of accuracy whose value is equal
to one-half of the distance between two lines that are equidistant from the
aimpoint and parallel to the aircraft track at time of relecase with an
associated probability of containing 50 percent of the impact points. DEP is
measured in the ground plane.

Ground Plane: The plane level with the Earth's surface passing through the
aimpoint.

Mean Point of Impact : A point which has as its range/deflection coordinates
the arithmetic means of the range and deflection coordinates of the impact
points.

Normal Plane: The plane perpendicular to the pilot's line of sight passing
through the aimpoint.

Range Bias: The criteria that defines whether the weapon system is biased in
range; that is, long/short weapon impacts about the target.

Range Error Probable (REP): A measure of accuracy whose value is equal to
one-half of the distance between two lines that are equidistant from the
aimpoint and perpendicular to the aircraft track at time of release with an
associated probability of containing 50 percent of the impact points. REP is
measured in the ground plane.

Standard Deviation: A measure of dispersion of a distribution.

System Dispersion: The total dispersion due to the combination of the weapon
and aircraft dispersion.

Weapon Dispersion: Random weapon - to - weapon variations in the freestream
ballistic characteristics which are attributed to, notably, manufacturing
tolerances (e.g. weight) and accidental misalignments occurring during
assembly and handling of the weapon (e.g., bent fins).

3. BALLISTIC ACCURACY VERIFICATION PROCESS

Figure 1 illustrates the ballistic accuracy verification process. The
process begins after the incorporation of the freestream ballistics (and any
available separation effects information) into the OFP, which were
derived/gathered from either flight test or an existing data base. The
ballistics (freestream plus separation effects) are incorporated into the OFP
which is loaded into the aircraft weapon delivery computer. PHASE I,
conducted by flight testing, provides an initial assessment of the
aircraft/weapon ballistic accuracy. The process reaquires a properly
functioning aircraft weapon delivery system, thereby eliminating the
possibility of compensating errors in the system (separation effects causing
weapons to go long, avionic_timing problems causing it to go short, net
result: weapons on target and system passes Phase I). From the CEP and range
bias evaluations, the test agency can determine whether or not the ballistics

2
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are acceptable at this point. If both the CEP and range bias evaluations
meet the user's acceptance criteria, then the ballistic accuracy of the OFP
for the particular aircraft/weapon combination in question will have been
verified, and PHASE Il and PHASE III will not be necessary. If either of the
above fails, it must be determined whether the problem is in the OFP
algorithm (e.g., the weapon release algorithm), the avionics, or the
ballistics. If the problem is within the OFP algorithm or avionics, it must
be determined whether it can be fixed; and if so, what level of verification
testing will be required; nothing, spot check, or PHASE III. If the weapon
separation effects are suspected to be the significant error source, then
PHASE I1 flight testing is conducted as necessary (after acquiring as much
separation effects data as practical from PHASE I testing) to derive the
separation effects coefficients. These coefficients are then loaded into the
OFP to model the weapon's trajectory through the aircraft flow field. PHASE
IT1 is then conducted by flight testing to validate the weapon ballistic
accuracy. The CEP and range bias criteria in PHASE I are used to evaluate
the PHASE III results. The process of refining the OFP can continue until
the acceptance criteria is achieved or until the user accepts the results or
cancels the requirement.

4. FREESTREAM BALLISTICS

The ballistic accuracy verification process requires that the freestream
ballistics already be defined and incorporated in the aircraft OFP prior to
beginning PHASE I testing. The freestream ballistics are independent of the
aircraft and the delivery mode and provide the baseline ballistics for the
OFP. Freestream ballistics model the weapon's trajectory from the time the
weapon reaches steady state flight, approximately three seconds after
release, until impact, dispenser opening, bomblet impact, or other special
event (drag chute, rocket phase, etc).

5. PHASES OF THE BALLISTIC ACCURACY VERIFICATION PROCESS
5.1 OFP Ballistic Evaluation Phase (PHASE I)

The objective of this phase is to evaluate the initial aircraft/weapon
ballistic accuracy of the OFP. As a minimum, the ballistics of the OFP
during this phase consist of the freestream ballistics of the weapon. If
available, separation effects gathered by analogy with a similar weapon, from
wind tunnel tests, from aircraft contractor estimates, or from a data base
will be incorporated to the maximum extent possible in the ballistics. The
evaluation of the ballistics includes a CEP comparison test and a range bias
test.

The number of weapons to be dropped for each delivery mode (e.g., level,
dive/dive toss, loft) and flight condition that the user specifies is
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dependent on the desired confidence level and acceptable error in the
measured CEP. The statistical requirement must take into account funding,
scheduling and weapon availability constraints and should be a management
decision by the user and aircraft/store SPO or SPM. Also the philosopby of
diminishing marginal return should be considered as described in the
following example. Assume the user desires an 85 percent confidence level
and wants the measured CEP to be within approximately 20 percent of the
actual CEP. Using Table 1, 15 weapons would be required. However, using the
philosophy of diminishing marginal return (each additional weapon dropped
should result in at least a one percent incremental improvement in the
acceptable error of the measured CEP) results in 13 weapons, with a measured
CEP within 22 percent of the actual CEP. This number is determined by
plotting the number of weapons versus the acceptable error in percent CEP, on
a one - to - one scale in order to determine the knee in the curve, as shown
in Figure 2. By drawing a 45 degree line to the 85 percent confidence level
curve the tangential point is determined, and it defines the point of
diminishing marginal return which correlates to the number of weapons. The
user, after considering cost, may be willing to accept this result, realizing
that the two additional weapons have little impact on the results. PHASE I
test points should be selected to complete as much of the potential PHASE Il
test matrix as practical. Time-Space-Position-Information (TSPI) data should
be gathered on each drop so that if PHASE II testing is required, the PHASE I
test points will not need to be repeated.

After flight testing is completed, a CEP about the mean point of impact
may be calculated. This represents the system CEP. The equation, CEP =
0.873 x (range error ,robable + deflection error probable) is used for
calculating the system CEP. This equation will apply as a good
approximation of CEP regardless of the ratios of the standard deviations of
the range and deflection components as explained and proved in TM 78-4 SA.
The system CEP is then corrected for weapon dispersion, which can be found in
the Joint Munitions Effectiveness, Air to Surface Delivery Accuracy Manual.
The resultant CEP represents the aircraft contribution to the ballistic
dispersion. This value of CEP is compared to the user's requirements. The
user determines whether or not it is acceptable.

A bias evaluation is also accomplished assuming a binomial distribution.
Simply stated, if the median is expected to be a certain point (the aimpoint
in our case), then for any given sample by definition of the median, you
would expect half of the weapons to impact long of the median and half to
impact short for no bias. With a 50-50 chance of being long or short, the
binomial table, Table 2, can be used to evaluate bias. Those weapon
combinations that fall to the right of the solid line in Table 2 pass the
bias test. The 1ine is based on assuming that the weapon delivery system is
perfect. For a perfect system, those long/short combinations to the right of
the line will occur 90 percent of the time and those to the left will occur
only 10 percent of the time. Thus, if the weapon results fall to the left of
the line there is most likely something wrong with the aircraft or weapon
delivery system.




5.2 Separation Effacts Dei 1vation Phase (PHASE I1)

The objective of this phase is to derive the sepiration effects
coefficients for the aircraft/weapor loading conficuretion. Separation
effects models account for the motion of the weapon from the momert it is
released until it clears the air flow arounu the airzraft (reaches steady
state flight)., The weipon can be affect:d for up to apnroximately three
seconds after release. Separation effecte are currently medeled as a function
of release variables such as Mach aumber, normal acceleration, and dynamic
pressure.

In order to derive the separation effects coefficients for an
aircraft/weapca loading configuration, veapons are dropped and tracked for
TSPI in accordance with MIL-STD-1763, Test 290. The result of these tests
and subsequent analysis of the data is a family of curves that create a
multi-dimensional surface (e.g., velocity adjustment versus Mach number and
normal acceleration), as in Figure 3. The number of weapons per selected
flight condition is determined based on the same rationale as used in PHASE
[. The flight conditions will be selected with the goal of :quiring enough
data to derive the separation effects coefficients. These viefficients will
be used to compensate for separation effects and may be incorporated into the
separation effects algorithm in the OFP and/or the -34 T.0. ballistic tables
(as implemented by aircraft with no computer - aided weapon delivery
solutions, i.e., OFP). The coefficients used in an algoritim may result in
adjustments to the aircraft velocities used in the air to surface trajectory
calculations or may incorporate changes in the mode of trajectory
calculation. Only those flight conditions and weapons which have significant
separations effects will be tested in this phase. Table 3 represents the
baseline test matrix and only those necessary flight conditions that were not
flown in PHASE I will have to be flown in PHASE II.

The Table 3 three by three matrix (low, medium, and high g releases
versus low, medium, and high airspeeds) represents the baseline test matrix
for defining the separation effects coefficients because of the non-linearity
of the separation effects. The test conditions chosen will depend on the
aircraft/weapon loading configuration, the operational delivery conditions,
and the expected shape of the multi-dimensional surface. There will be
circumstances which do not warrant the use of the entire matrix. There are
some weapons, for instance, which would never be released under high g
conditions. There are also weapons designed to be released under only one
set of flight conditions. Obviously under these circumstances a three by
three matrix is unnecessary. A thorough understanding of the aircraft and
weapon system being tested as well as the intended use of the weapon is
paramount in designing a successful test matrix.

5.3 OFP Ballistic Verification Phase (PHASE III)

The objective of this phase is to verify the ballistic accuracy of the
OFP. The ballistics at this point in the process consist of both the
freestream ballistics and the derived separation effects adjustments.

5
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PHASE III 1is identical to PHASE I. CEP and bias evaluations are
performed and compared to the acceptance criteria. If the criteria is not
met, then the decision for further analysis, rederivation of the separation
effects, or modification to the delivery platform (aircraft) must be made
versus accepting a less accurate weapon system or rejecting the
aircraft/weapon loading configuration,
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TABLE 1

NUMBER OF WEAPONS NEEDED TO ESTIMATE CEP
FOR A GIVEN CONFIDENCE LEVEL

1
CONFIDENCE LEVEL

ACCEPTABLE
ERROR (%) 0.70 0.75 0.80 0.85 0.90 0.95 0.99
2.0 685 840 1038 1305 1698 2403 4149
4.0 175 214 263 329 427 602 1204
6.0 80 97 119 148 191 268 466
8.0 46 56 68 84 108 152 263
10.0 31 37 44 55 70 98 169
12.0 22 26 32 39 49 68 118
14.0 17 20 24 29 37 50 88
16.0 13 16 19 23 28 39 67
18.0 11 13 15 18 23 3 54
20.0 9 11 13 15 19 24 4]
22.0 8 9 11 13 16 21 37
24.0 7 8 9 11 14 18 31
26.0 6 7 8 10 12 16 27
28.0 6 6 7 9 10 14 23
30.0 5 6 7 8 9 12 20
40.0 4 4 4 5 6 7 12
50.0 3 3 3 4 4 5 8
60.0 2 3 3 3 3 4 6
70.0 2 2 2 3 3 3 5
80.0 2 2 2 2 2 3 4
100.0 2 2 2 2 2 2 3

1. This is the number of weapons that need to be dropped so that
when the sample standard deviation is used as the population
standard deviation, the error induced will be less than the
specified acceptable error with a probability as specified by the
confidence level.
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NUMBER OF WEAPONS

RECOMMENDED MAXIMUM NUMBER OF WEAPONS
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*NOTE: MAXIMUM NUMBER OF WEAPONS: EACH WEAPON DROPPED UP TO THE RECOMMENDED
MAXIMUM NUMBER OF WEAPONS RESULTS IN AT LEAST A ONE PERCENT IMPRQVEMENT
IN ACCPTABLE ERROR IN CEP. THE RECOMMENDED MAXIMUM NUMBER OF WEAPONS
IS DEFINED AT THE TANGENTIAL POINT OF THE 45 DEG LINE AND THE APPROPRIATE
CONFIDENCE LEVEL CURVE.

FIGURE 2 RECOMMENDED MAXIMUM NUMBER OF WEAPONS
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TABLE 2

BIAS CRITERIA

# WEHPONS SHORT OR LONG (WHICH EVER IS LEAST)

N 0 | 2 3 4 5 6 7 8 9 1011 12

5 031|188 500

6 016 | 109 344 656 DIVIDE BY 1000
7 008 062 | 227 500 FOR PROBABILITY
8 004 035|145 363 637

9 002 020 090 | 254 500 DIVIDE BY 10
10 001 011 055|172 377 623 FOR PERCENT
1 006 €33} 113 274 500 PROBABILITY
12 003 019 073|194 387 613

13 002 011 046 [ 133 291 500

14 001 006 029 090} 212 395 605

15 004 018 059|151 304 500

16 002 011 038 105 227 402 598

17 001 006 025 072} 166 315 500

18 001 004 015 048|119 240 407 593

19 002 010 032 084 | 180 324 500
20 001 006 021 058 {132 252 412 588
21 001 004 013 039 095 192 332 500
22 002 008 026 0671143 262 416 584
23 001 005 017 047 | 105 202 339 500

24 001 003 011 032 076 {154 271 419 581
25 002 007 022 054 | 115 212 345 500

Notes:
1. This chart is based on a binomial distribution

n/i=0L (Nt/(N-n)!nt)p"(1-p)N"" where p = 0.5 because the weapon is either
short or long, N = number of weapons in the sample, and n = number of
weapons short or long, which ever is least.

2. Those weapon combinations that fall to the right of the solid line pass
the bias test. Assuming that the weapon delivery system is perfect, there
is a 50/50 percent chance of a weapon being long/short. Those combinations
to the right of the line will occur 90 percent of the time with a perfect
weapon delivery system and those combinations to the left will occur only
10 percent of the time. Thus, if the weapon results fall to the left of
the line there is most 1ikely something wrong with the aircraft or weapon
delivery system.

10
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@ SEPARATIONS EFFECTS CURVE
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Figure 3 Separation Effects Curve Example
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This paper covers the tolerances of bomb ballistics. It is concentrated mainly on system aspects and
statistical deviations caused by aircraft instrumentation data recording. A comparison of the
individua! tolerances show, that the main atten.ion should be focused on air density corrections,

target fixing accuracy and system time delay when shooting for improved ballistic performance of
combat aircraft.
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1 Introduction

The success of bomb attacks by an aircraft
depends mainly on the distance between the
obtained impact point and the target point. To
get a better accuracy, one can use guided bombs
or one can try to generate a better model to
calculate the flightpaths of bombs. The subject
of this paper will be an investigation of the
accuracy of ballistic calculations for freefall
bombs and cluster bombs using an automatic
mode of the aircraft attack computer.

The deviations of a flightpath predicted in a
model compared to the real flightpath of a bomb
are affected by

1) the calculation-algorithm,

2) the deviations of the values of measured
flight data from their exact values (different
initial conditions at release),

3) theinitial conditions, which are not taken into
account for release computations (e.g.
Rolling, pitching, yawing, air density)

4) the system delay times,

5) the differences of altitude above ground and
altitude above target, depending on aircraft
sensors to be used

6) the bomb interference at ripple release or
salvo, e.g. bomb to bomb interaction

7) the wind effects

SVTVLITLT
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Figure 1: texture of the analysis

The paper is concentrated mainly on system
aspects and statistical deviations caused by
aircraft instrumentation date recording.
Detailed aerodynamic flow and interference
effects as well as deviations caused by wind
effects are not dealt with,

2 Calculation Methods

In order to calculate ballistics a mass-point
model can be used. Insucha model itis assumed,
that the bomb is a mass-point with the relevant
drag of the bomb. Rotations of bomb and other
aerodynamic cffects like bomb lift and bomb
pitching moments are not included.
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The ballistic equations for mass-points cannot
be solved analytically.

v ... velocity

s ... length of trajectory

D ... drag

g ... acceleration of gravity
8 ... dive angle of bomb

dive angle

altitude above
velocity target / ground

777777777777

Figure 2: to define the variables

It is necessary to use a numerical method to
integrat, these equations. The well-known
fourth-order Runge-Kutta-procedure is such a
method, which evaluates the derivative of a
function four times in each step (initial point,
two middle-points, end-point) to calculate the
function value at the end of the step. The
inaccuracy of the function vaiue caused by the

Deoutsche Asrospacs

Runge-Kutta-algorithm at a Ay(a) depends on

the step-width At (t: time) of integration and can

be calculated as follows:

Y punge ~kuna(@r D) = Yoo _ guna(@,2 - B2)
2°-1

Yrungexuna 1 the value calculated by the

Runge-Kutta-procedure.

Ay(a,At) =

This numerical error can be limited by using a
small step-width. An error of less then 0.1% can
be obtained with a step-width of about one
millisecond.

Unfortunately the Runge-Kutta-procedure

takes a lot of calculation time. In addition this
calculation time changes for different release
conditions because it depends on them. ‘
Computers in todays aircraft cannot solve this

time problem (e.g. no parallel processing
capability).

This is the reason for using a different model to
calculate the bomb’s range and time of flight:
one uses an analytical equation with some
polynomial fitting of the parameters, which are
generated from the results of
Runge-Kutta-calculations. The parameters are
optimized by using the least-square-method in
a region around predefined values of velocity,
altitude and dive angle.

The disadvantage of this method is a certain
inaccuracy of the calculations at initial
conditions far away from the optimum release
requirement. But it is possible to get relatively
exact results under usual bombing conditions.

2 .
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In addition it needs much less time to calculate
the bomb’s range and its time of flight than the
Runge-Kutta-procedure.

The accuracy of this approximation could
increase with the number of the fit parameters.
But the calculation time is also increasing with
the number of the parameters. It is always
aecessary to find a compromise between
ballistic accuracy and realtime requirement,

size time
of of
deviabons calculabion

fumber number
of of
paramelars parameters

Figure 3: possible behaviour of a calculation
procedure under optimal conditions

In the previous figure a possible behaviour of a
calculation procedure is shown. This behaviour
is a favourable case. Worse cases are possible
too: rapidly increasing time of calculation or
unsteady size of deviation.

+
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3 Statistical Deviations
3.1 A/C Flight Data

The measurement of the flight data of the
release conditions is not exact. There will
always be statistical deviations from the exact
values, as for every measurement and th'
cause deviations of the bomb’s fligh
calculated by the Runge-Kutta-prc

The initial aircraft (and bomb) datas..c .5~
for the ballistic calculation are as foiic >+ ¢
true airspeed: vy

altitude above target/grow

dive angle: 0,

angle of attack: o

In modern aircraft the scatt. F s,
measured data is small. Unde: as~’
conditions less then 2% for true airspeed a.
altitude (using a Radar altimeter) and less thew
10% for the angles.

A fifth factor influencing the mass-point
ballistics is a value called "Equivalent
Ejection Velocity" (EEV), which describes
both  the ejection process (ERU
characteristics, aircraft structure effects) of the
bomb and the release disturbance between the
aircraft and the bomb after the release
(aerodynamic interference). This value can be
derived from flight testing or mathematical
models applied for store separation. It depends
mainly on the ERU type, the aircraft type, the
bomb type, the release station and the true
airspeed. In addition under real flight
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conditions the EEV is changing as a function
of the flight manoeuvre, the temperature
dependence of cartridges and the changes of
aerodynamic interference as a function of the
density of air. It may scatter too, as a result of
bomb installation tolerances and changing
cartridge characteristics for the different lots.

The scattering of the EEV is in the order of
25%.

3.2 Bomb Tolerances

The bomb’s mass and its drag may differ for
different bombs of the same type. The
tolerances used in these analysis are given by
producer. These tolerances have a negligible
influence on range and time of flight. An
estimation shows an error of less then 0.1% in
range. In reality higher tolerances of bomb’s
mass and drag were observed.

In addition fusing type, fusing location and
lanyards arrangement are items, which must
be taken into account for an analysis of a
individual bomb configuration.

Another problem are the observed instabilities
of some bomb (e.g. MK80 series), which may
also influence the overall ballistic accuracy
(changing drag, aerodynamics,
Coriolis-effect).

Deutsche Asrospacs

3.3 Aircraft Behaviour

Unforeseen and statistical rolling, yawing and
pitching of the aircraft changes the release
conditions. Itchanges both the release position
of bomb because of deviating roll-, pitch- and
yaw-angles and the release-velocity because
of the angular frequencies.

The influence of the statistical deviations from
the required angles on range and time of flight
are negligible (less then 0.1% in range).

On the other side the additional velocities in
every direction caused by unforeseen angular
frequencies are not negligible for the
calculation of range. The influence of this
effectdepends on the distance betweenrelease
station ar4 roll-, yaw- or pitch-axis.
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bomb angle

roll axes

bomb position

qroll angle
roll axes

Figure4: rolling aircraft

The additional release velocities caused by
rolling can be calculated as follows:
lateral (y-direction):

v, =-r-sin(¢+90)
downwards (z-direction):
v,=@-r-cos(d+90)

with

v ... velocity

® ... angular velocity of aircraft
T ... distance bomb - roll-axis

¢ ... roll angle

d ... bomb angle

.:Q:_

Vil - -4

Deoutsche Asrospacs

In the same way the equations for yawing and
pitching can be built up.

These additional release velocities must be
added to the velocity (true airspeed) of the
aircraft at the moment of bomb release. They
cause both deviations in range and lateral
displacement.

3.4 Target Fixing

To hit a target its position relative to the
aircraft must be known. Consequentially it’s
necessary to measure the coordinates of target
relative to aircraft.

The accuracy of this measurement depends on
the quality of the sensors and the mathematical
model used for processing of data obtained.
Depending on the sensors and the attack mode,
there always remains a statistical scattering,
which is the reason for deviations in target
fixing. The reasons for this s~attering are the
measurement errors of the sensors. An
improvement of the sensors could reduce these
deviations.

3.5 Methods to Determine The
Overall Statistical Failure

In this investigation it is assumed that the
statistical deviations can be described by the
Gaussian  distribution. The interesting
question is, how strong does any of them
influence the bomb range and the time of
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flight. For analytical calculations this problem
is simply solved by the error propagation
formula:

Af(x,y,2)= V(g{‘)z 'sz‘*'(g—ﬁ')z 'Ay2+(gz£)z CAZ?

For equations, which only can be solved
numerically, like the ballistic equations, this
method cannot be used. An analytical function
f(x,y,z) isn’t known. To get the overall error
and the dependence of the error from changing
initial conditions in this case, it’s necessary to
calculate the deviations of the range for
different initial conditions.

To get the assumed distribution one can use
the Monte-Carlo method. This method
generates the statistical errors of the initial
conditions as input for the calculations of
range. The distribution of the impact points on
ground is a result of all these calculations. The
accuracy of the distribution increases with an
increasing number of calculations. The
disadvantage of this method is the long
computing time, which is necessary to get a
accurate distribution of the impact points on
ground.

The method used here, which needs less
computing time is to calculate the range for
the standard deviation of each initial
parameter. The result is an ellipsoid, which
includes the impact-points of bomb with a
probability of 0.68 for each parameter, Now it
can be assumed, that the distribution of
impact-pointsis nearly Gaussian {the areas are

SV LETAT
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nearly symmetric to the impact-point
calculated for exact initial conditions, like it
is expected for a Gaussian distribution).
Consequential the variance of each area can
be added to get whole variance (the variance
is the square of the standard deviation).

3.6 Comparison of The Statistical
Deviations

In the following figure the influence of the
different statistical errors on the overall
statistical deviation is shown for different
heights and velocities. The deviations relative
to the bomb range are shown:
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telafve deviations (% in range)
25

]

BOOKTAS 4000 400KTAS 4000t
600KTAS 1000t 400KTAS 1000

W aroraftbehaviour [ target fxing I fight data

Figure S5: comparison of the statistical
deviations

The mainerrors are caused by the target fixing,
For lower altitudes flight data measurement
errors become more dominant. The errors
caused by bomb tolerances are negligible and
not shown in the figure. They are about 0.1%
inrange. Changes of angle of attack caused by
different aircraft mass and pilot’s failure are
not include .

+

Pl =2 =
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The total stadstical standard deviationinrange
is about 5%. The total standard deviation G,
is the square-root of the sum of the single
standard deviations’ ¢ square:

The deviations in range caused by the errors
of true airspeed, altitude above ground, dive
angle, angle of attack an EEV are summed up
under "flight data", like it is described above
(square root of the sum of the variances). The
following table shows some examples to give
an impression of the order of the deviations in
range.

statistical [velocity{velocity|velocity|velocity
errors 600KT | 600KT | 400KT | 400KT
(percent AS AS AS AS
deviation |altitude|altitude|altitude |altitude
in range) | 4000ft | 1000ft | 4000ft | 1000ft
true 0.5 0.6 0.5 0.6
airspeed

altitude 0.1 0.4 0.1 0.5
above

ground

dive angle| 0.4 1.2 0.4 1.0
angle ofl <0.1 | <0.1 0.1 <0.1
attack

EEV 0.2 0.7 0.4 0.9
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4 Systematical Errors

4.1 Air Density

The ballistic flight-path is influenced by the
air density p. Usually it is assumed that this
density only depends on altitude above sea
level h. It can be approximated as follows:

h 4
P=Pm’(1 -m)

with h in meter and the air density p,,, at sea
level.

Other approximation formulas for altitude
dependence of density of air show small
deviations up to 1200m (less then 0.1%,
increasing with increasing altitude).

But air density also depends on temperature T
and air pressure p, which are changing with
weather. Looking at air as a ideal gas and
assuming an isentropic process one can write

for the air density at sea level:
1

A
Pm"'Po (poj

and
1

T y-1
psca=p0' 5:‘;

with Tg= 288.16K, pe= 1013.25hPa, p,=
1.225kg/m® at sea level and the isentropic
exponent y.

Consequential p at sea level varies usuaiiy
between 1.0kg/in® and 1.5kg/m’,

‘JV’L“

P l=2 =
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Higher density of air shortens the bomb range,
lower one causes a longer range. The size of
this effect depends on tithe of flight. For a time
of flight of about 20s one can get a deviation
in range of about 15% (both at 1.5kg/m’ and
1.0kg/m’).

The differences in air density could be:

included by calculation. A proposal to do this,
is to measure the air pressure and the
temperature at aircraft altitude. Then the
density of air at sea level can be calculated. In
the board computer some sets of parameters
for the analytical equations should be stored.
Every set should be valid for a little range of
density of air. The relevant set could be chosen
some seconds before the bomb release
calculations are started. So that the realtime
requirement can still be fulfilled.

4.2 Different Release Stations

In most cases bomb ballistics is calculated
using an average value for the EEV, which
covers all the different  aircraft
release-stations. The deviations in range
caused by different EEV’s are less then 0.5%
compared with the range calculated for an
average-value of EEV. The differences of
EEV on the different stations are mainly
caused by the different stiffness of aircraft
structure and by the different aerodynamic
flow around the different release stations.
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The parallaxe corrections, which are a
function of the different release positions of
bomb, have average values too. The release
positions at an aircraft differ only in the order
of some feet. For differences parallel to the
ground there will be a translation with the
same value. Differences in upwards or
downwards direction have little influence on
bomb range (less then 0.5%). This influence
is increasing when altitude is decreasing.

4.3 Coriolis Force

The rotation of the earth also causes
deviations. They depend on the velocity in
north-south- or south-north-direction. It could
be shown, that these deviations are negligible
for usual release conditions: they effect
deviations of less then 0.1% in range.

5 System Delay
5.1 Causes

"System delay" means the difference between
the time the bomb should be released and the
time it is released. In general the delay times
are generated by computing, data transfer and
ejection delay.

The following figure shows a simplified
hardware configuration which could be used
for bomb release.

Deutsche Asrospucs

Flight Data Sensots

2 e e e T

Jaln-
< smputer

- :ﬁ'o-mmgomom

i -Systom

2ylon-Decoder-
-Unit

Figure 6. simplified hardware configuration
for bomb release

The sensors provide flight data (angles,
velocity, altitude,...) and target informations
to the attack computer (AC) which calculates
the impact point of the selected bomb. At the
moment when the calculated impact point
meets the target point, the board-computer
gives a signal to the store management system
(SMS) via the relevant bus systems, The SMS
sends a signal to the pylon-decoder-unit
(PDU), which sends a fusing signal to the
cartridge. Now the pistons’ ejection begins.
The bomb will get its expected ejection
velocity by piston stroke.

Each of these actions needs time. The sum of
these times is the system equipment delay. The
following figure gives an impression of this
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delay time. The exact values are scattering and
some of them (fusing, ERU piston behaviour)
depend on external conditions.

Delay-Time (in ms)
0

%

®

N

o* i

A A A AT

calculation fime dala transfer

inAC from AC 1o SMS
7 time delay: fuzing - R duration of effective
/A - Slart of separation \\\ piston stroke

Figure 7: comparison of delay times

The time necessary for the ballistic calculation
depends on the algorithm used for the solution
of the ballistic equations (see also chapter 2),
on the type of A/C attack computer and on the
sharing concept of attack computer capability.
It can be approximated by the following
equation:

100

=N . -R.
Aballi.m'c

~algoriikm  *

! .
*calculation

+

Pl =l
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with the time necessary for calculation
tatcunations the complexity of algorithm C,jygiimm
(number of operations necessary for
calculations) and the number of operations
which the computer perform do per second R.
Avuiue is the percentage of CPU-time, the
ballistic calculation gets. The time is in the
order of 50ins.

The time necessary for data transfer via data
bus system t.,..., depends on the state of the
bus system at the momeént when the reléase
signal should be sent from MC to SMS. In
worst case the data transfer needs a whole
cycle time (about 20ms) of bus system. The
average delay is about 10ins (half cycle time).

The SMS has to execute the ejection
algorithm. The execution time can be
estimated in the same way as the calculation
time of attack computer. Then it sends the fire
signal to the pylon-decoder-unit. The total
time necessary for these actions is tyeq,, (about
10ms).

The pistons need some time to accelerate the
bomb up to the release velocity, which is a part
of the ballistic calculations as a part of the
EEV. This time t,, . depends on stroke length,
bomb mass, kind of propellants, release
manoeuvre and environmental conditions
(mainly temperature). The environmental
conditions influence the effectivéness of
cartridges. The accelerationtimeisinthe order

LR 44 WL W4 Y 4 B WAl
of 30ms.
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The total delay time t, can be calculated as
follows:

tD = Lealeutaticn + trram- er + tejtcn'on + t.mokc
It is in the order of some 100ms. The exact

value depends on the parameters mentioned
above.

5.2 Delay Effects

During the delay time the aircraft will change
its position because of its velocity (true
airspeed). Consequentially the impact point
will change. In addition the aircraft could
change its flight path.

When wether dive angle, altitude nor velocity
are changed during delay time the deviation
of range in flight-direction can be calculated
as follows:

Ax=v, - Vietay

with

Ax .... deviation

Vi cosees velocity in x-direction

taensy --- delay time

If the true airspeed is changing, the equation
would be as follows:

Ay = releate vx(t)dt

Yrelease™ fariay
with
tetease - time of real bomb release

.;{,L.

SVVLITLT
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real calculated
Impact point

Figure 8: deviation of impact point caused by
delay

Changesin aircraft flight-path can cause a total
different bomb flight-path. The ballistic
calculations for different altitudes, ¢/ive angles
and velocities can give an impression of the
deviations caused by changes of flight-path.
These deviations are only limited by aircraft
performance and duration of delay.
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real caleulated

Impact point
Figure 9: deviation of impact point caused by
delay and change of flight path during delay
time

The resulting errors caused by delay time can
be minimized by including a "delay range”
into the attack computer calculations. But
there always will remain an error, because the
delay-time is scattering and changes of
velocity or flight-path during this time are not
predictable.

5.3 Pilots Reaction Time

If a manual attack-mode is used, the delay
would be much higher, as a result of pilot’s
reaction time and transfer time from pilot’s
release button to MC. This additional delay

_.JVL.

LD

Deumsche Aarospace

may be in the order of 1s. Consequentially the
deviations in range would be higher and the
probability of success would decrease.

In this case a "nilot delay-range" can be
implementated into ballistic calculations too.
But there would remain a big scattering
because the reaction time depends on the
person and his condition.

6 Influence of Landscape

If the landscape is not flat, some additional
deviations would become possible:

a) Hills in flight-path of the bomb could stop

the bomb before it reaches the target.

b) If an attack mode is used, which only

measures the altitude above ground, then the
altitude above target could differ from this
value. A difference of about 3% of altitude
causes deviations of 1% or more.

12
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Figure 10: influence of landscape

An similar error to that in b) can be obtained by
using a radar altimeter, which sends its signal
not rectangular to ground (e.g. because of a
bankangle)

7 Ripple Release and Salvo

At ripple release some additional deviations
appear:

a) The selected release time interval between
two releases scatters statistically. The
scattering is in the order of 10ms. In a straight
and level attack such a deviation in time
would cause adeviation inrange of about 10ft
at a velocity of 600KTAS.

b) The statistical measurement error of velocity
Av also causes deviations in range /.r, which
depends on the release time interval t,.,, as
follows: Ar =Av - ¢,

ripple

Vit

Deutsche Asospucs

Figure 11 shows the expected ground pattern at
a ripple release of seven cluster bombs (dark
grey) and its deviation area (light grey) for a
straight and level bomb release at 400KTAS,
1000ft altitude and a ripple interval of 540ms.
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The tolerances of the ground pattern dimensions
of the cluster bomb are not shown in this figure.

3000 At salvo the same kind of errors could be
obtained, because a minimum release interval
of about 10ms (depending on bomb type) makes
the salvo comparable to a.ripple release. The
minimum release interval is necessary because
without it the-salvo may demolish the aircraft
structure.

2400

8 Conclusion

The most important deviations in ballistics as
dealt in this paper are caused by air density
(differences caused by weather conditions),
target fixing and system time delay.. For low
altitudes the statistical errors of the dive angle
become important too.

1800

1200

The following tolerances are negligible: the
aircraft behaviour, the bomb tolerances, the
different release stations, the Coriolis force and
the statistical scattering of angle of attack.

600

0

Figure 11: expected ground pattern length
(dark grey) of a ripple release of seven cluster
bombs-and-its tolerances (light grey)
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The ballistics improvement should be
concentrated on target fixing, air density, delay
times, bomb to bomb interaction and bomb to
aircraft interaction.
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INTRODUCTION

The MBB Store Separation Program is a code,which in a most general
form has been designed in order to determine store separation cha-
racteristics from a fighter aircraft and to establish the clea-
rance declaration within the required zone of operation.

Since 1978 more than 30 different separation projects have been
successfully processed with this tool in order to demonstrate fea-
sibility of separation, to specify necessary ejection forces,rail-
lengths or piston strokes or even control characteristics for se-
paration autopilots.

Presently the SSP is an approved tool in use for the qualification
of the store clearances required for the GE military aircraft.

The topic of this paper is to review the basic concepts of the
SSP, emphasizing its versatility with respect to the adaption to
several complex numerical tools such as Euler codes. After a des-
cription of the main ideas realized in this flow angularity tech-
nique some numerical results and trajectories computed with aero-
dynamic inputs preprocessed at different levels of complexity will
be shown in order to underline the necessity of the higher order
theories presently used.

In this part. it will be also demonstrated that a safety analysis
also requests special facilities in order to accurately analyse

the computed motions. Therefore, a typical case will be shown in
which the geometrical clearance between the separating store and

adjacent components of the aircraft can be no more obviously
recogniz-~d.

In the second part the clearance philos~»hy iz outlined. Here, the
dependency between predictions, valida. n by flight test and le-
vel of accuracy achievable by upgrades is accentuated and
demonstrated by current project results,

Cleared for Public Release
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Finally the completeness of the chosen approach will be underlined
by the example of a missile with active autopilot, comparing
analytical results with flight test data from telemetry.

PROGRAM CONCEPTS

In general, store separation predictions require a combination of
two main engineering tasks:

~ Flight mechanics to describe the store and aircraft motion
~ Aerodynamics representing the interferences on the store during
separation

Within a computation both tasks have to be consecutively called up
within a loop, in which each sweep represents a time-step of the
trajectory and which is repeated until the specified total separa-
tion time is achieved. This general set-up, sketched in Fig. 1, is
representative for all known computer codes even operating captive
trajectory systems or running the very much complex "chimera
codes".

In all of these programmes the flight mechanical equations are
operated in similar formulations for six degrees of freedom with

the standard quarternion equations for matching arbitrary non-

linear rotations.

As far as the aerodynamic task is concerned, the flow angularity
technique as used in the MBB code is splitted in a basic subsonic
approach and a supersonic extension. The subsonic part consists in
concatenating three main families of aerodynamic loads arising
from the

-~ aircraft flowfield interferences
- dynamic effects (store motion and damping)
- reciprocal interferences.

Within supersonic cases these increments are completed by the
non-linearities arising from:

- steady sonic shocks
-~ time-dependently moving shocks reflected on the separating
store

The basic concept of this approach is sketched in Fig. 2. In the

most general case the aircraft flowfield and the freeflight aero-
dynamics of the store are separately preprocessed by means of

higher order time-marching Euler solvers. ‘
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In a second step the aerodynamic characteristics of the store are
decomposed into sectional load gradients for different combina-
tions of angles of attack and sideslip.

Ten years ago, during the 5th Aircraft Store Compatibility Sympo-
sium the same concept was presented using lower order linear panel
methods.

During a trajectory calculation the velocity components resulting
from the non-uniform flowfield around the aircraft, from the store
translation and rotation are superposed to effective sectional
flow angles. These angles of attack and sideslip are imposed to
the load gradients of each store section and summed up to total
store loads.

Within this representation aerodynamic damping effects are automa-
tically captured by converting the store rotation into discrete
sectional velocities.

However, the higher order effects have to be separately implemen-
ted by upgrading these trajectory loads with measured installed
loads or with postprocessed time accurate Euler computations for
discrete store positions.

For this purpose, the Euler equations are formulated for moving
control volumes, which allow an accurate description of the dyna-
mic effects of the store surface in motion. A detailed description
of this theory is given in Ref. 1. Worked out into the divergence
formulation, this set of equations can be written as shown in

Fig. 3, where p, 1, m, n and e correspond to the conservative
variables of the specific flow properties such as density, momen-
tum and total energy. The store velocity is represented by X, ¥
and z.

Using this formulation in a suitable CFD code, it is possible to
analyse the major part of nonlinear inviscid flow problems occu-
ring during a launch situation. Even in cases of an extraction of
a pilot escape module, boosted out of a cavity, this formulation
has been applied successfully. The complexity of the flow computa-
tions for this cases are illustrated in Fig. 4 and 5, which show
the extracted cabin of the European Shuttle HERMES in a post-
launch position.

The robustness of the flux vector splitting algorithm is well
demonstrated for this supersonic case at Ma=2., where also the
booster plume has been represented blowing into the cavity with a
local peak Mach-number of Ma=4.5. The complexity of this analysis
was additionally increased by an aperture at the bottom of the ca-
vity, which enables the plume to expend outside of the space
plane, and therefore reduces the acceleration levels during the
first moment of separatlon The 3D-grids used within this feasibi-
lity study are shown in Fig. 6 and 7.
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As far as interference was concerned,no wind tunnel results were
available to validate the theoretical results. However, for the
freeflight aerodynamics of the cabin several entries were per-
formed up to Ma=6.

Fig. 8, 9 and 10 are showing a comparison between theory and expe-
riment based on the entry at Ma=2, There, drag, lift and pitching
moment are shown for angles of attack from -40° up to 30°,
Throughout this range there is a good agreement between 2xperiment
and computation.

The trajectory shown in Fig. 11 was iteratively computed, follo-
wing the above mentioned concept by using aerodynamic input~ such
as:

- 35 x 6 preprocessed sectional coefficient to represent the
freeflight aerodynamics and the damping terms

- the preprocessed space plane flowfield

- 3 sets of postprocessed post-launch positions.

The main target of this analysis was to demonstrate the safe sepa-
ration of the cabin without exceeding the physiological limits of
the pilots during the boosted phase. From this analysis, specifi-
cations for the nozzle deflection range, for the actuators and for
the separation control system could be deduced within the required
technical feasibility limits.

Considering a normal store integration project on a known aircraft
with well defined launchers and ejectors, the essential clearance
analysis to be performed is in general less exotic but still com-
plex enough. Depending on the release characteristics, the local
geometrical clearances are often reduced to a minimum. In such
cases the clearance analysis affords not only completeness of the
mathematical modelling, but also proper tools in order to accu-
rately investigate the separation behaviour. Fig. 12 represents,
for instance, the launch behaviour of a typical air to surface
missile during a wind-up turn at 60° bank.

Without the complex mathematical representation of the missile
motion on the rail, incorporating not only the physical con-
straints of the rail, but also the major characteristics of the
hangers as well as their frictional properties, the separation
behaviour would appear to be safe.

Taking all these effects intc account and additionally represen-
ting all relevant geometrical lines of the aircraft inclusively
launcher/adapter and rail the risk of a collision was detected
between the upper left rudder of the missile and the launcher
nose as shown in Fig. 13. Without such advanced 3D-graphical
postprocessing facilities it would be nearly impossible to syn-
thesize the store and aircraft motions simultaneously for this
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type of non-trivial manoeuvring condition. An interpretation of
the local geometrical clearances would then become marginal.

The collision occuring in this flight condition was initiated by a
very strong release disturbance with respect to the roll rate.
Using aerodynamic inputs generated by linear theory this collision
would not be well represented due to an underprediction of the
initial roll motion during the first 0.4 s, as shown in Fig. 14.

There the roll motion computed by panel methods is compared with
the results generated by means of an Euler preprocessed data set.
The oscillation of the roll rate is not realistic due to a mis-
match of the cross coupling terms between lateral and longitudinal
motion. In panel methods, these terms are evaluated by linear su-
perposition of the sideslip and the angle of attack flow under the
assumption of small disturbance theory, whereas such effects are
non-linearily captured by the Euler equations. The very good qua-
lity of this approach is documented in Fig. 15 by the comparison
between a flight tested roll rate and the SSP result based on
Euler preprocessed aerodynamics. For the missile shown in this
example nearly 80000 finite volume cells were used to evaluate the
freeflight aerodynamics. A typical section of this grid is shown
in Fig, 16. Normally, reasonable results would already be

‘ achievable with a total of 30000 cells.

Finally, Fig. 17 summarizes the options which enable the SSP to
analyse separation under nearly arbitrary initial conditions, for
any type of stores and taking into account any kind of additional
items such as plume effects, active control modes and control sur-
face deflections.

SSP CLEARANCE PROCESS

Following the above description the minimum data required to run a
separation analysis data set consist of four main blocks:

® preprocessed freeflight aerodynamics in terms of sectional
loads

° interference loads taken from wind tunnel measurements or pre-
processed with Euler codes

° physical properties of the separation process such as rail di-
mensions, number of hook-off events, piston forces or rear hook
release angles

. ° geometrical properties of the store and the aircraft.
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With such a data base the separation behaviour of a store can be
predicted involving all the options pre-installed to the SSP in a
modular form, in order to define a pure theoretical clearance
envelope. The qualification of this envelope is then achieved. by
flight test validation. Depending on the extension of the envelope
on the number of carriage stations or the manoeuvring conditions
to be cleared for separation, at least one or a minimum amount of :
test points are selected within the aircraft envelope. :

FRROON VS SEFPESN.)

If the store has been already qualified for safe separation with
the same equipment on another aircraft, the validation can be i
achieved without further expensive flight test efforts by theore- :
tical recomputations. If considerable differences are found be- ;
tween the flight tested and the computed trajectories the data

base can be upgraded by sensitivity analysis and corrections of

typical uncertainities such as:

° control surface misalignments

° store tolerances with respect to center of gravity position or
moments of inertia

° aerodynamical damping derivatives

° interference-decay-factors if the flowfield option is not: used
or if the trajectory is. processed iteratively in several steps 4

° ejection release unit asymmetries: ?

° the accuracy of flight test data analysis if no telemetry is :
available. ;

The theoretically elaborated clearance is certified as soon as the
agreement between experiments is stated to be acceptably good.
Even in the case of divergencies in one or two dimensions, the
validation statement will be accepted if the predictions are con-
servative, this means on the safe side or pessimistic as far as
safety is concerned. Such a typical case is shown in Fig. 18,
where the vertical displacement and the pitch angle of a drop
launched missile are plotted versus time in comparison with flight
test analysis results. In spite of the underpredicted pitch mo-
tion, the vertical displacement doesn’t differ much. The computed
pitch motion tends to indifferent values, whereas the pitch-down
indicated by flight test is more favourable for safe separation.

A very good match is shown in Fig. 19 and 20, where the role rates

and roll angles of a rail-launched missile are compared to flight

test telemetry. During this firing case the roll-autopilot of the
missile has been activated at about 0.4 s after motor ignition, in
order to suppress the very strong roll disturbance during separa-

tion. With such a good validation of the theoretical result, as.

shown here at M=0.93 for the Tornado aircraft, the accuracy level

is satisfying all safety aspects required to process the separa-

tion clearance even at corner points of the envelope. ‘
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CONCLUDING REMARKS

In general the quality of the predictions achievable with a store
separation code is the key p--ameter which determines the total
amount of required validati_.. and qualification flight test
points. In order to reduce these expensive experiments the main
efforts performed in the last ten years on the SSP were dedicated
to improve the evaluation of the aerodynamic effects during sepa-
ration. Thereby, the change from potential theory to the Euler
equations has realized a considerable gain in accuracy especially
in the transonic and supersonic Mach number range. In addition to
this a great part of nonlinearities, araising from reciprocal
interference, from cross coupling terms and from unsteady effects,
are now much better represented as in the past.

However, there are still some separation problems left which still
cannot be perfectly matched within a flow angularity technique.
Store separation out of a cavity as well as pivot hook releases as
shown in Fig. 21, require more complex solutions as for instance
provided by CHIMERA-type codes. A similar code is now under deve-
lopment at MBB.
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BIOGRAPHY

Working since 1973 as a R/D-engineer in the field of computatio- ‘
nal fluid mechanics, Ronald M. Deslandes was tasked with the

aerodynamic integration of stores on aircraft especially as far
as store separation was concerned.

Since that time his main efforts concentrated in the development
and improvement of mathematical models in order to achieve more
confidence in the predictions of store separation. 1976 these
efforts resulted in the first issue of the MBB-SSP (Store-Separa-
tion-Program) which has been successfully in operation for seve-
ral common external store projects on the Tornado aircraft.

Always bearing in mind the considerable cost saviags achieveable
in wind tunnel experiments and flight tests by improving the
accuracy of simulation, the linear theory formally taken into
account, was replaced for the first time by advanced 3D-Euler
terms in 1982-85.

1986 he achieved the degree of a Doctor Engineer at the Universi-
ty of Brunswick/FRG for a thesis about time accurate
Euler-Solvers.

Recent successes are related to applications of the experience
gathered since 1976 for advanced aircraft and space projects.
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ABSTRACT

Qualitative understanding of store separation trajectory data can be greatly
enhanced by visual displays of store and aircraft models on a computer graphics
workstation. Methods for simplifying and streamlining the tasks required to
generate and display store separation graphic 'scenes’' have been developed. The
preparation of numerical graphics models of the various items in a flight
configuration is aided by the development of a series of conversion routines that can
be used to generate graphic display models based on existing geometry models that
may have been developed for use with a wide variety of readily available
aerodynamic prediction programs. The actual specification of the relative positions
of the various components to ensure the proper spatial relationship of the models
on the graphics display screen has also been automated. As a result, the time and
effort required to assemble graphics models representing flight configurations has
been greatly reduced. In addition, improved scene display capabilities have been
developed which include hidden-line and solid surfaces.

INTRODUCTION

The trajectory of an object separating from a carrier aircraft can be described by
six motion quantities relating a coordinate axis system fixed in the separating body
to another coordinate axis system fixed in the aircraft. Tiie motian quantities are the
longitudinal, lateral, and vertical linear translations ana the vaw, pitch, and rol!
angular rotations of the separating store axis system relative to the aircraft-fixed axis
system as functions of time after release. (The released object is generally referred

to as a 'store' because it is stored on or in the aircraft prior to its release). The six’

motion quantities are often determined by a repetitive solution of the store
equations of motion in a computational or wind tunnel trajectory simulation and are
usually presented in plotted or tabulated form. The task of the analyst is to
synthesize the six independent motion quantities obtained in the simulation intoc a
single mental image of the spatial orientation of the store with respect to the
aircraft as a function of time. Mental exercises of this sort, although difficult, are
required to make value judgments concerning the safety and acceptability of the
separation.

The research reported herein was conducted at the Arnold Engineering Development Center
(AEDC), Air Force Systems Command (AFSC), by Calspan Corporation/AEDC Operations, operating
contractor for the aerospace flight dynamics effort at the AEDC, AFSC, Arnold Air Force Base,
Tennessee. Further reproduction is authorized to satisfy the needs of the U. S. Government.
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separation trajectories have been greatly improved through the implementation of
a specialized computer graphics system at the AEDC. The system, designated the
Store Separation Graphics Analysis Package (SGAP) (Ref. 1), allows manipulation and
animation of three-dimensional (3-D) images of the aircraft and store geometries on
a graphics screen. The computer graphic displays greatly enhance the ability of the
aerodynamicist to make assessments of the quality of the separations as it allows the
motion behavior of the store to be clearly 'seen.' Using a series of computer-
generated images of representative store separation trajectories at a full range of
aircraft flight conditions and store-loading configurations, the analyst is able to
arrive at a quick global comprehension of the overalil separation motion and thus
make general assessments of the performance of the store/aircraft system
throughout the release envelope. A black-and-white hard copy of a typical SGAP
visualization is presented in Fig. 1.

. In recent years, capabilities for visualizing and evaluating the quality of store
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‘ Fig. 1. Typical SGAP visualization.




-

Despite the increased da:a tomprehension enabled by the graphic displays,
improvements in the utility of the system were required to enable full realization of .
the benefits offered by graphic trajectory analysis. Actually, out of three major steps
involved in the graphic process that is required for trajectory visualization, the SGAP
system only performs the final (and arguably least difficult) step, the actual display
of the images on the computer monitor. The other major steps of the graphics
process include the preparation of numerical geometry models representing the
various comporents in the configuration and the definition of the relative positions
of the models in the graphics view. A major hindrance to production use of the SGAP
system has been the rather extensive setup effort necessary to prepare the
information required to satisfy the first two steps of the process. The present paper
describes efforts to simplify and automate the tatks required to implement the
modeling and configuration-assembly steps of the graphics process and represents
the next logical step in the development of a user-friendly, production-oriented
store separation graphic analysis capability. In addition, improvements in the
graphicsgisplay capability itself, including hidden-line and shaded solid models are
presented.

PREPARATION OF GEOMET«Y MODELS

Arbitrary surface geometries are represented numerically by a set of pointsin 3-D
space. The points are connected in some logical sequence by a series of siraight-line
segments to form a network of line vectors or panels that approximate the surfaces
of the geometry. The creation of numericai models for complex geometries is a very
difficult and often underestimated task. A large manhour expenditure may be
required to define the x, y, and z coordinates of a sui¥cient number of points to
adequately resolve the surface geometry of a body v:ith the complex curvatures ‘
representative of a modern fighter aircraft. Often it is necessary to define thousands
of points to provide the needed geometric resolution for a complex body. Once
created, however, the numerical models may be permanently stored in the host
computer for repeated future use.

Although the definition of the surface points used to describe a geometry can be
an enormously tedious task, numerical models in some form may, fortunately,
already exist for many aircraft and store geometries. Computer geometry models are
often developed in the early stages of a vehicle design process to enable predictions
of the aerodynamic properties of the vehicle or vehicle component. These models
are used by a class of aerodynamic prediction codes known as panel methods. Panel-
method aerodynamic prediction codes use points on the surface of the body
organized into groups defining the corners of a series of four-sided surface panel
elements which represent a faceted approximation to the geometry of the
configuration. The aerodynamic properties of the vehicle in fluid flow are predicted
by mathematicalIY requiring the component of flow velocity, flow momentum, or
mass flux normal to each panel to be zero. A wide variety of panel-method
aerodynamic ﬁrediction codes are routinely used throughout the aerospace industry
to support the development of new flight vehicles. Unfortunately, the many
different panel codes also employ a wide variety of input formats to numerically
define the vehicle geometries. It can be assumed, however, that panel models of
some type have been developed for many, if not most, current flight vehicles. If
existing panel models can be obtained, the creation of graphic geometry models for
the SGAP system reduces to the relatively simple task of converting the existing
panel code input files to the SGAP geometry format. '
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An effort to develop prc-edures for converting numerical panel code input
models from one form to another was conducted several years ago at the AEDCin an
attempt to reduce the large amount of duplicated effort that was formerly involved
in preparing separate input models of the same configuration for each one of the
different panel codes. A series of conversion programs were developed with the
capability to convert the geometry as modeled for one panel code to the specific
input items and formats used by another panel code. Based on the conversion
procedures developed for the panel codes, a group of utility programs has been
developed for creating graphics models in the SGAP format based on input models
for many of the major panel codes in current use, including PAN AIR (Ref. 2),
QUADPAN (Ref. 3), S/HAB (Ref. 4), USS AERO (Ref. 5), VSAERO (Ref. 6), and the NEAR
Subsonic Trajectory Code (Ref. 7). Additional programs have been developed for
converting geometry files created by CAD/CAM programs such as MOVIE.BYU (Ref.
8) and digital geometry tapes used by numerically controlled machining tools. A
conversion program has also been developed (Ref. 9) for building store geometr
models from the input descriptions used by the Interference Distributed Loads (IDL%
Code (Ref. 10). The geometry conversion programs have been used in conjunction
with techniques for building models from dimensioned drawings and a mechanical
digitizing device which can physically measure the coordinates of the sub-scale AEDC
wind tunnel models to enable the creation of an extensive computer library at the
AEDC containing numerical models of many of the aircraft, bombs, missiles, pylons,
launchers, and fuel tanks in the current U. S. Air Force and Navy inventories.

ASSEMBLY OF GRAPHICS CONFIGURATIONS

The spatial locations of each combination of aircraft, pylon, and store geometry
components in the graphical geometry configuration are described by mathe-
matically defining the translational positions and rotational orientations of each
geometry component relative to the other components. Each physical flight or wind
tunnel configuration has a corresponding digital configuration file consisting of a
list of the names of the appropriate geometry files along with associated position
and orientation information for each geometry component relative to the other
components. The mathematical flexibility of being able to arbitrarily define the
relative locations of each component relative to the other components is not
characteristic, however, of the physical flight systems the numerical models are
designed to represent. For the SGAP models to accurately represent an actual fli?ht
system, the numerical components of the graphics configuration must be assembled
in @ manner that is consistent with the actual physical interfaces between the flight
hardware components. It is not productive, for example, for the graphics analyst to
be responsible for mathematically specifying the spatial relationship between an
aircraft wing geometry and an aircraft pylon geometry when the actual pylon
hardware is physically designed to bolt onto the aircraft only at one specific wing
location. A much better approach would be to numerically describe the positioning
constraints associated with the hardware interfaces for each geometry component.
The czlculation cf the geometry-referencing information and the creation of the
SGAP configurations can then be automated using a specialized computer program.
Such a program, designated the AUTOmatic CONFigurati. Y (AUTOCGONF) program,
has been developed and is described in this section of the paper. Essentially the
program builds up the graphics configurations by mating the appropriate hardware
interface points on eac geometrg component. Assuming the numerical geometry
models are available from an established graphics library, the setup effort required
for a graphics session can be reduced simply to identifying which components are
present in the configuration and specifying the coordinate axes in which the
supplied trajectory data are defined.
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The development of an automated graphic configuration-assembly capability is
dependent on establishing a methodology for numerically describing the hardware
interfaces connecting the various components of the configuration. Several
different types of interface systems are commonly used to connect the various
components of current military flight systems. Components such as electronic
countermeasures pods, antennae, and pylons which are not designed to be released
from the aircraft during flight are often bolted into place. Bombs, bomb racks, and
fuel tanks are usually connected by a hook-and-eye type of mechanism whereby a
pair of J-shaped hooks attached to one component are latched through a set of
screw-eye suspension lugs attached to the other component. Lateral rigidity may be
provided for hook installations by adjustable screw-in sway braces mounted on
either side of the hooks. Air-launched missiles are often supported by T-shaped
guides attached to the missile which slide inside a C-shaped rail attached to the
gjrcrgft or one of the aircraft pylons. Typical hook and rail installations are shown in

ig. 2.
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Fig. 2. Typical hook and rail installations.

Fortunately, over recent years much of the support hardware interface
equipment has become standardized within the aircraft industry and the various
military services. The standardization can be attributed in Iar% part to the efforts of
the Joint Ordnance Commanders Group (JOCG), Aircraft/Stores Compatibility
Subgroup (formerly known as the Joint Technical Coordinating Group for Munitions
Development, Working Party 6 for Aircraft/Stores Compatibility). The JOCG (like its
forerunner, the JTCG) is made up of one or more high-level representatives from the
Air Force Systems Command, the Air Force Logistics Command, the Naval Materiel
Command, and the Army Materiel Command and was created to ensure the highest
degree of cooperation and standardization between the various services. An
important early product of the Aircraft/Stores Compatibility Group was a set of
manuals describing interface hardware for many of the munitions in the U. S.
inventory. The first of the manuais was released at a JTCG-sponsored symposium in
1973 (Ref. 11). The Aircraft Stores Interface Manuals (ASIM) (Ref. 12) contain detail
drawings of current aircraft, pylons, racks, stores, and the associated interface
mechanisms all presented in a standard format and drawn to a common scale. The
ASIM was an important source for the interface information used by the graphics
file-building procedures implemented in the AUTOCONF program. In a sense, the
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AUTOCONF program and the SGAP display system can be considered to be a digital
‘ version of the ASIM manuals.

The method selected for describing hardware interfaces numerically in the
AUTOCONF program is to specify the position and orientation of an interface-fixed
axis system relative to the local geometry-axis systemr in which the surface
coordinates of the model are definec?. The origin of the interface system is fixed at
the forward contact point of the interface, and the longitudinal interface axis is
colinear with the line connecting the forward and aft contact points. The position
and orientation of the interface systems for each geometry component are defined
by specifying the longitudinal, lateral, and vertical coordinates of the interface-axis
origin and the yaw, pitch, and roll incidences of the interface axis system relative to
the local geometry axis system of the component. The interface position and
orientation parameters for most geometry components are stored along with the
surface geometry coordinates in each individual geometry file within the SGAP
computer library.

The interface coordinates for a typical lug-mounted store are itlustrated in Fig. 3.
The figure is reproduced from the ASIM manual (Ref. 12) and is shown with
notations indicating the local store geometry axes and the interface axes. Note that
the interface-axis system origin is located at the point on the top inside rim of the
forward suspension lug at which the lug and the corresponding hook on the
matching support hardware make contact. Two primary types of suspension lugs are
used by most of the stores in the current military inventory. Large stores are usually
suspended from a pair of heavy-duty lugs screwed into the store body with a 30-in.
axial spacing between them. Smaller stores are suspended from smaller lugs spaced

‘ 14 in. apart. An identifier indicating whether the store is equipped with 14-in. or 30-
in. suspension lugs (or both) is included in the store geometry file, along with the
definition of the interface systems. Also optionally included in the storedgeometry
file are default nominal cg coordinates for the store which may be overridden with
updated values at user discretion (most trajectory information is defined in terms of
the translational motion of the store cg). In a similar manner, the geometry file for
each store, missile, pylon, rack, or rail geometry in the SGAP geometry library also
contains a numerical description of the associated hardware attachment points.

1

? X300
230i 30-IN. LUG INTERFACE GRIGIN
? //_
Y3i - —d ! - - X3
2 T
» X
GEOMETRY-AXIS ORIGIN
FRONT VIEW LEFT-SIDE VIEW
Modified Reproduction of Ref. 17 "Store Characteristics Manual” Figure 1-6A
‘ Fig. 3. Interface axis systems for a typical store.
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The interface axis systems for a typical multiple-station carriage rack geometry
are illustrated in the annotated ASIM drawing shown in Fig. 4. The figure serves to
illustrate how the configurations are assembled from the various components in the
AUTOCONF program. Note that several different interface axis systems must be
defined for multiple-carriage geometries. Both 14-in. and 30-in. lug interfaces (for
attaching the rack to the aircraft pylon) and three sets of 14-in. hook interfaces (for
attaching stores to the rack) an® snown in the example of Fig. 4. For the
rack/store/store case shown in Fig 4 the AUTOCONF is designed to determine the
translational and rotational coordinates of each store relative to the rack which
cause the store lug interface axes to be coincident with the corresponding hook
interface axes on the rack. These translations and rotations are then specified in the
graphics configuration. The AUTOCONF program is designed to select the proper
size (14.in. or 30 in.) of hook interfaces to match the suspension lugs available on the
attached component.

30-IN. LUG INTERFACE ORIGIN

' $ / 14-IN. LUG INTERFACE ORIGIN
. Yaoi
SEOMETRY-AKS :/ LEFT 14-IN HOOK

ORIGIN Y =
, INTERFACE CRIGIN
—\‘ 5 :%

RIGHT 14-IN. HOOK L
INTERFACE ORIGIN

BOTTOM 14-IN. HOOK
INTERFACE ORIGIN

FRONT VIEW

Fig. 4. Interface axis systems for a typical rack.

The AUTOCONF is menu driven and relatively easy to use. The first menu.displays
the aircraft models available in the graphics library. After the desired aircraft is
selected, the program then displays structural points on the aircraft (often called
hard points') at which items can be directly attached to the aircraft. Pylons, pods,
antennae, rotary launcher shaft geometries, and open or closed weapons bay doors
are usually added to the configuration at this level. If pylons have been specified in
the configuration, the program then prompts for the pylon adaptor, rack, rail, or
store to be attached at each pylon station in turn. Each of these items may be
sélected from a cataloged menu of items of that type (e.g., a menu of all missile
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models available in the library is displayed if the user specifies that a missile is to be
attached to a pariicular pylon). If a multiple carriage rack is selected, the user is
prompted for stores to be attached at each rack station in turn. In addition to
capabilities for assembling graphics configurations from scratch, the AUTOCONF also
has significant capabilities for copying and editing pre-existing configurations,
including adding additional components, deleting components, calculating the
aircraft axis coordinates of the cg of the active store when it is at its carriage
position, and combining several different components into a single combined
geometry file. The AUTOCONF also has the capability to define the relationship

etween the coordinate axis system in which the store position and orientation
trajectory information are defined and the coordinate systems in which the
numerical geometry models are defined, a task which otherwise is often tedious for
the analyst to define mathematically.

DISPLAY OF GRAPHICS CONFIGURATIONS

The store translation and rotation-versus-time trajectory data are used to
position the images of the store on the screen in much the same manner that a
physical store model would be positioned mechanically during a wind tunnel test.
Trajectory visualization using 3-D computer graphics technology was proposed by
Dix at the AEDC (Ref 1.) and was originally implemented on a 'gmen state-of-the-art
graphics workstation by a contracted SGAP vendor, Amtek, Inc., of Atlanta, Ga.
Since the introduction of the original SGAP system, major advances have been made
in computer graphics technology allowing the development of improved display
capabilities. The graphics workstation upon which the original SGAP display system
was implemented employs a graphics piocess known as ‘vector refresh' in which an
electron beam traces each line across the face of the cathode ray tube, activating a
low-persistence phosphor coating on the tube surface which causes the line to be
displayed on the screen. Each line vector in the graphics model is traced on the
screen in sequence and the beam must continuously cycle through all vectors in the
model to reactivate (or 'refresh’) the image. The short-life phosphor ‘'refresh’
capability allows the vector images to be moved in real time on the graphics screen
without [eaving smeared or 'ghost’ images on the screen. Unfortunately, because of
the large number of vectors in a typical store-separation display, the vector-refresh
workstation is not able to cycle through the vectors quickly enough to maintain a
constant image. This produces an annoying 'flicker’ phenomenon which results in
visual fatigue for the user of the display system and poor-quality film or videotape
records of the dynamic screen images. Other motivations for upgrading the system
included slow turnaround time, hardware maintenance issues associated with the
dated graphics workstation technology, scheduling aifficulties in gaining access to
one of the two available SGAP workstations because of a large AEDC test and
analysis workload, and most importantly, inflexibility in adapting the display
software for test-peculiar requirements (modifiable source code was not provided
for many of the SGAP functions). The replacement SGAP capability has been
implemented on modern mid-range raster workstations (some 40 of which are now
available in the AEDC aerospace test facilities). Raster grapbhics technology is similar
to conventional television and allows several improved display mcdes including an
awility to display modeis using soiid-filled panels under different lighting c¢onditions
rather than only as a network of line vectors. A typical solid-panel trajectory display
is shown in Fig. 5. Efforts are currently underway to allow real-time animation of the
solid panel models, although solid-model animation taxes the capabilities of most
current top-of-the-line high-end graphics workstations.
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Fig. 5. Typical solid-panel visualization.

The interactive graphics workstation represents, of course, the pinnacle of
modern graphics technology, but there are instances where little or no interactive
user intervention is necessary and the user is not interested in sitting at the graphics
terminal for hours on end drawing trajectories. As a result, an alternate non-
interactive display capability known as the Batch SGAP (BATGAP) has been
developed. The BATGAP is designed to calculate fixed views (top, side,etc.) of all
trajectories in a given test trajectory file at one time. Trajectories that are
determined to be of interest upon examination of the fixed views can then be
examined in more detail interactively using the SGAP capability. At the conclusion of
a test, the analyst creates digital configuration files for all test configurations usin
the AUTOCONF, provides logic to the BATGAP code for the selection of whic
configurations are associated with particular test runs, submits the computer shot,
and goes home. Pictures of all trajectories in the file should be generated by the next
morning. The BATGAP is designed to run on a mainframe computer and create
move/draw files for each trajectory which can be sent directly to a standard plotter
or laser printer and requires no specialized graphics equipment.

Another alternate graphics display capability has been developed which
combines portions of the SGAP geometry transformation capability with the hidden-
line algorithm of Ref. 13. The hidden-line trajectory display program also runs in a
batch mode and does not require high-end graphics equipment. The hidden-line
trajectory representations are much less visually cluttered than the standard wire-
frame drawings. A typical hidden-line trajectory display is presented in Fig. 6.

CONCLUSIONS AND FUTURE DEVELOPMENTS

Visualization of store trajectories using computer graphics technology has
become a unique and valuable link in the analysis process that begins with test data
and ends with an understanding of store/aircraft flight system performance. Recent
improvements in configuration modeling, assembly, and graphics display capabilities
are presented which greatly increase the utility and efficiency of the graphics
analysis tools. Expanded graphics capabilities are currently under development to
allow the addition of models of AEDC wind tunnel/model support system hardware
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Fig. 6. Typical hidden-line visualization.

to the AUTOCONF/SGAP systems. Graphics modeling of wind tunnel hardware will
facilitate the selection of model support sting components for wind tunnel testing.
Much more importantly, however, a planned graphics-based support checkout
capability could conceivably eliminate an average of a day in the tunnel from each
future captive trajectory test. This amount of nongroductive wind tunnel occupancy

time is presently dedicated to “grid checks” which involve the determination using
the actual tunnel hardware of the limits of the available trajectory positionin
motion and of potential physical interferences between the store and aircra
models and their corresponding sting or strut support systems. Use of graphics
models rather than tunnel hasdware for the grid check process will represent a
major cost reduction for future wind tunnel trajectory testing efforts.
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The Use of The C.T.S
for Prediction of Trajectories to The Impact Point
( Article Unclassified )

By
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Shruster 1. and Cohen Ts.
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ABSTRACT

The Captive Trajectory System (C.T.S) at Israel Aircraft
Industries (1.A.1) is mainly used for predicting separation of
stores from parent vehicles. The system serves as a main tool in
separation analysis, either by operating in a closed loop (C.T.S)
or in an open loop (grid) scheme. Due to the high level of
correlation between wind tunnel and flight test results, the use
of the system has been extended to predict the effect of
separation on the trajectory of a store to the impact point. Last
vear a long term effort, in which a full trajectory of several
stores is predicted, has been initiated at IAI. This work presents
the results which were cobtained for the trajectories of low~drag
Mk-84 and Mk-82 stores which were released from station 3 of a
F-16 parent aircraft at several flight conditions in the transonic
range. ‘

It is shown that the aircraft/store interference has only little
effect on the ground distance of the MK~84. On the other hand,the
ground distance which was obtained for the Mk-82 store was
significantly affected by the interference and the ground distance
was sensitive to the position on the TER (Triple Ejection Rack)

from which it was released

Aproved for Public Release; Distribution Unlimited
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CEP-

Circle of error probability

Cd - Drag coefficient

EJF-
g -
H -

Ejection force
Load factor (=1 in level flight)
Altitude

lyy- Moment of inertia, about the Y axis

Izz~ Moment of inertia, about the Z axis
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Rate in pitch

Rate in yaw

Miss distance
Reference area of store
True air speed

Weight of the store

Xeg- Distance of center of gravity from nose

(o3 -

(e 4 -

S

L

L4

Angle of attack of aircruaft
Standard deviation of miss distance
Angle of pitch

Angle of yaw
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1. Introduction

The need for experimental and analytical investigation for
certifying the release of a store from a new aircraft/store
configuration is well accepted by the engineering community (1,2].
Although the contribution of computational methods to the
certification process increases together with the computing power,
it is clear to the authors that wind tunnel testing and the CTS
will continue to contribute a major part in the certification
process. The CTS suggests a compromise between the low cost
computational methods and the ‘"brute force" flight testing
programs. On the one hand it will predict the trajectories when
the configuration is complicated and analytical methods may fail,
and on the other hand it will save risky and expensive flight test
program.

A theoretical study (performed by the USAF, 1970 [4.11 ) of the
sensitivity of various parameters to ballistic accuracy for a Mk-82
store beihg released from a ‘'"genesric" aircraft, has shown that
those parameters related to the store separation, accounted for 30%
of the total miss distance at 450 knots and to 21% at 860 Kknots.
The present study stresses the idea that the aercdynamic
interference, during separation, may have a significant effect on
the ground distance of a store. The positive experience which was
gained by the authors while using the CTS as the main ool for
predicting the separation of stores, has led to the present
progran.

It is shown that the ground distance of a store can be accurately
predicted by inserting the separation results, which were obtained
by the CTS, as the initial conditions fo; a ©6DOF proaram which

calculates the trajectory of a store to the impact point.
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2. The CTS and the Test Procedure

The CTS is a 6DOF simulation systeh which is operated in the 4x4

ft. transonic test section of the blow down wind-tunnel at IAI.
A 1:15 scale F-16 parent aircraft is attached to the ceiling of the
test section on an angle of attack mechanism (see figure 1).
The store model is mounted on a sting balance which 1is connected
to the CTS by a roll sting. The real time calculations of the CTS
are conducted by a DEC 11/73 minicomputer which can be programmed
to simulate a complete trajectory or perform a predetermined grid
test ( Figure 2 is a schematic presentation of the CTS ).

The simulated time duration of a typical trajectory is half a
second. A typical simulated distance at which the aerodynamic
coefficients converged to the free stream values is about four
meters.

The results which are obtained during a CTS test are analysed by a

11/780 VAX computer. The final position, velocities and
accelerations are fed to a 6DOF simulation program and a complete

trajectory of the store is calculated to the impact point.

3. The Test Program

3.1 Test Configurations

Two stores were tested in the present study:

1) A MK-84 store which was released from a single pylon., located
at station 3.

2) A Mk-82 store which was released from all three positions of a
triple ejection rack (TER) and was also located at station 3.
During the release of the Mk-84, the parent aircraft was loaded
with a 300 callon fuel tank at station 5, a/a missiles at stations
1 and 9 and Mk-84 at station 7.
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During the release of the Mk~82 the parent aircraft was loaded
with a 300 gallon fuel tank at station 5, 370 gallon fuel tanks at
stations 4 and 6, a/a missiles at stations 1 and 9 and Mk-82 stores
at station 7 (Table 1 summarizes the aircraft configurations for
all the tests conducted in the present study).

Table 1

# Store Stat.1-9 Stst.2~-8 Stat.3-7 Stat.4-6 Stat.5

1 Mk-84 A-9 empty I empty 300g
2 Mk-82 A-9 empty "'f' 370g 3009
3 Mk-82 A-9 empty *4o 370g 300g
4 Mk-82 A-9 empty o 370g 300g

+ - Single pylon, + - TER, #*- Dunmy store, o- Metric store.

3.2 Test Conditicns

The stores were tested in simulating the following flight
conditions:
1) The MK-84 was tested at Mach numbers 0.7 and 0.95, at level
flight and at an altitude of 10000 feet.
2) The Mk-82 was tested at Mach numbers 0.7 and 0.8 at =-40° dive
-and at Mach number 0.9 at -40° dive and in level flight, all at
’ 7000 feet altitude. Table 2 summarizes the simulated flight
conditions for all the CTS tests.
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Table 2

Store Station Mach Tests # ¥ a H
Mk-84 T 0.7 1 0° 1 10 kn.
Mk-84 T 0.95 2 0 1 10 k.
MKk-82 + 0.7 3-4 -~40° 1 7 kit
Mk-82 } 0.8 5-7 -40° 1 7 kit
MKk-82 + 0.9 8-10 0° 1 7 kit
Mk-82 $ 0.9 11 -40° 1 7 KL

+— release from positions on the TER; ¢~ release from a single

pylon.

4. Tests Results and Discussion

4.1 The Mk-84

In the first part of this work, two CTS tests were conducted with
the MK-84 store which was released from station 3.(see table 1.
The tests were simulating flight conditions at Mach 0.7 and at
Mach 0.95 (see table 2. tests 1 and 2). Two trajectories were
calculated for each CTS test. 1In one, the 6DOF program
considered only the ejection forces exerted on the store and the
calculations were performed in free stream conditions while in the
second the proyram used the end point of the trajectory, obtained
by the CTS as the starting point of its calculations. As a result
at M=0.7, the ground distance of the trajectory with the
separation effect was shorter in 7 m. than the trajectory which
was obtained without it. At M=0.95 the difference in ground
distance was 25 m. In both Mach numbers there was a good agreement
between the reports from flight tests and the results which were
obtained for the runs with the separation effects. It was clear
from the above mentioned results and from the sensitivity study

(which wiil be demonstrated in the next chapter ) that the
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contribution of separation effect is significant to the ground
distance. However, in order to have more significant differences
in the ground distances , we proceeded in our work with the Mk-82
store which has a ballistic facter (W/CdS) 30% smaller than that
of the Mk-84.

4.2 The Mk-82

The Mk~82 was tested with the CTS by simulating its release from
three positions on the TER and at three Mach numbers: 0.7, 0.8 and
0.9 (see tables 1 and 2).
At M=0.7 the store was released from the two side positions of the
TER. The 6DOF simulation calculations exhibited differences of 12
m. and 18 m. in ground distances for the outhoard and the inboard
TER positions, respectively. Figure 3 present the time histories
of the the angle of pitch ( & ) and the angle of yaw ( ¥ ) for a
release from the inboard TER position (see left hand and right
hand figures, respectively ). Figure 4 present the time histories
of the rates in pitch ( ¢ ) and yaw ( » ) for the same run. The
lines with the circles, in both pctures, present the run with the
separation effect and the lines with squares present the run
without it. It is observed that the absolute values of the initial
perturbations in ® and q of both runs are similar. However, & and
¢ decay faster in free stream than in the proximity of the
parent aircraft. In the lateral direction, the initial
perturbation in ¥ and r is greater at the run with the effect
of séparation. but the perturbations in both runs decay at the
same time.

At M=0.8 the store was released from all the three positions on
the TER. It was found that the difference in ground distance
(between using the separétion effect and without using it) was two
times larger (82 m.) for the lower position of the TER than the
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distance which was obtaired for the inboard position (41 m.). The
difference in ground distance which was obtained for the outboard
TER position was the shortest (26 m.). Figure 5 is a time history
of the angles & ( on the lefi) and ¥ ( on the right ),which were
obtained for the release from the inboard position on the TER.
Figure 6 is the time history of ¢ and r for the same run. It is
ohserved that the absolute value of the initial perturbation in &
and ¢ is muach larger in the proximity of the aircraft than the one
in the free stream. One can also observe that the run with
separation effect is converged to a steeper angle.

At both Mach numbers,0.7 and 0.8, the agreement between wind
tunnel and flight test was satisfactory. The results which were
obtained for the runs with separation effect do not differ from
flight test in more than 10 m.

At M=0.9 (test # 11, table 2) when the Mk-82 was released from the
inboard position of the TER and in tests 1fi-12 when the store was
released in level flight the differences between calculations with
separation effect and without 1t were greater than those which
were obtained at lower Mach numbers. Moreover, the results didn’t
agree well with the results wbich were obtained in flight tests.At
Mach number 0.9, the extreme angular motions of the store (see
figures 7 aﬂd 8 for the euler angles and the angular rates,
respectively ) exceded sometimes the boundaries of operation of
the CTS. It may be argued that the main contribution to the
difference in ground distance should be a consequence of the
motion in pitch (see the left hand sides of figures 7 and 8 ).
The operational difficulties which were mentioned above may be
solved in two wvays:

1) Modifying the CTS rig to enlarge the envelope of motion.

2) Extrapolating the CTS tests by agrid tests.
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5., Sensitivity Study

A sensitivity study was conducted on the Mk-82 store. The main
objective of this study was to explore the separation effect on
the Circle of Error Probability ( CEP ) and on the difference in
distances on the ground. The store was- - given an initial
perturbation in the rate of pitch ( q,) or vaw ( ro) and the 6DOF
simulation program calculated the distance on the ground. The
values for the perturbation were similar to the values which were
obtained during the CTS tests. Eight parameters were chosen to
take part in a "monte carlo” method. An uncertainty value v was
attributed to each parameter, where at each run a value belween 0
to 3xv was randomly <chosen ( Table 3 summarizes the errors

attributed to each parameter).

Table 3
AH AV byz=Ayy ARJF AW Ivy=lz= LXea
18m. 2.5mee  0.1° 100 b 12kg 2.5 kg-m~  0.S5in
(Sknis) (15%) (%) (%)

The runs were repeatedly conducted at identical conditions wuntil
90% of the events were sufficient to converge the hits to a finite
CEP., at finite distance AR from the target and at a standard
deviation of v.

Table 4 summarizes the results which were obtained for the Mk-82

when it was tested at Mach numbers 0.7 and 0.9.
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Table 4

M o qf”* ﬁf”‘ AR m. CEPm o m
1) 0.7 0.0 0.0 0.0 1.3 9.5 15.0
2) 0.7 0.0 -100.0 0.0 ~31.0 10.0 15.0
3) 0.7 0.0 0.0 50.0 -1.5 9.8 15.0
4 0.7 0.0 -100.0 50.0 -33.0 10.5 15.0
5) 0.9 -1.0 0.0 0.0 2.0 12.0 16.0
6) 0.9 -1.0 =-100.0 0.0 ~19.7 12.0 16.0
7) 0.9 -1.0 -100.0 50.0 ~20.0 12.0 16.0

The first line in the table presents a test which was conducted
wvithout any perturbation . The miss distance was 1.3 m. and the
radius of CEP was 9.5 m.

The second line in table 4 presents a test in which a
perturbation of -100 degrees per second in the rate of pitch was
exerted on the store. As a result, a miss sdistance of 31. m. was
obtained, but the radius of CEP was changed only slightly ( 10 m).

A perturbation of 50 degrees per second in vyaw rate did not
contribute any significant change in range (see line 3).

A superposition of perturbations in pitch and yaw have similar
effect as to the perturbation in pitch alone (see line 4).

Lines 5 through 7 present similar results for M=0.9 as those
which were obtained for M=0.7 in lines 1 through 4.

The conclusion one can draw from the present study is that
aercdynamic interference during separation will affect the range
of the store but it will not affect the CEP.

1t can be observed that the miss distances which were obtained in

table 4 are smaller than th

()]

uee which are ohtained for

[

arn
v
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separation effect. This is explained by the fact that the method
was conducted in free stream . Moreover, performing the
"monte-carlo" method in the vicinity of the parent aircraft had
shown similar miss distances to those which were obtained from the
CTS and the 6DOF simulation. The CEP, as expected, was not

affected by the flow and remained the same as in the free stream.

6. Conclusions

The complete trajectories. from release to impact., of the Mk{84
and the Mk-82 were calculated by utilizing a 6DOF simulation
program. The program used the end results of CTS tests as an input
to the ballistic simulation. It was found that the aerodynanic
interference affected the ground distances significantly.

The differences in bround distances which were obtained for the
Mk-84 were smaller than those which were obtained for the Mk-82,
due to the smaller ballistic factor and the weaker ejection force
of the latter.

There is an increase in the difference of ground distance with
Mach number between different positions on a TER.

The results which were obtained for the Mk-84 at M=0.7 and at
M=0.95 and those which were obtained for the Mk-82 at M=0.7 and
M=0.8 agreed well with flight test reports.

At M=0.9 the trajectory of the Mk-82 exceeded the boundaries of
the CTS and the end point could not be considered as initial point
for the 6DOF simulation.

Sensitivity study which was conducted on the Mk-82 store supported
the hypothesis that the aerodynamic interference during separation
contributes significantly to the ground distances. Therefore the
CTS can be used as 2a main tool in predicting the complete

trajectories of stores from release to impact.

10
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INSTRUMENTATION MEASUREMENT ACCURACY REQUIREMENTS (IMAR)
FOR 6DOF BALLISTIC ANALYSES
by Gerald Solomon

Orlando Technology Incorporated
Shalimar, Florida

1.0 ABSTRACT

Instrumentation is available or in development which can provide
measurements of weapon attlitude (roll,pitch, and yaw rates and accelerations)
during its flight. The measurements may be used to verify safe separation, to
validate wind tunnel derived aerodynamics, and to determine aerodynamic
coefficients required to match a simulated trajectory with the measured
trajectory. The latter is used by ballisticians in developing ballistic
models for delivery tables and for alrcraft flire control ballistic computer
applications. However, current ballistic analyses are limited to
cinetheodolite tracking measurements from which weapon position, veloclity, and
acceleration are derived. In addition, these measurements produce intolerable
position and velocity errors in the vicinity of the release alrcraft. Since
initial conditions are critical to accurate ballistic analyses, accurate
measurements of the weapon attitude and position are needed from release to at
least 3.0 seconds of flight. The emphasis on this time frame is because of
the complex interaction of the weapon with the flowfleld about the aircraft.
The induced ballistic effects during separation are requiring large numbers of
flight test drops to approximate. Weapon flight measurements in thls area
should lead to more accurate ballistic models with fewer flight tests. Flight
variables tc ba measuresd and the level of the measurement accuracy needed are
to be determined in the IMAR program.

The IMAR program will develop the analytical tools needed to determine

the measurement accuracy requirements. The requirement is to develop accurate
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ballistic models from the measurements. How accurate the ballistic models
need to be depend on the aircraft accuracy (avionics/fire control) and the
tactical application. IMAR will not assess ballistic model accuracy
requirements but 1t will show the ballistic model accuracy in terms of the
measurement accuracy. The analytical tools needed are methods to simulate
measurement errors that may occur, methods to determine force and moment
coefficlents from the measurements, and methods to assess the ballistlic
accuracy as a result of using the coefficlents to predict the weapon
trajectory.

The first phase of the IMAR program will develop the method to determine
the force and moment coefficlents from flight test measurements. Thls
development will b2 completed by October 1990. Similar methods have been
applied to test where the vehicle is under control or the environment (mach
number, air density, winds, etc.) is controlled. In this application the
vehicle and the environment is uncontrolled so the aerodynamic force and
moment models must be free to assume whatever form is needed to match the
weapon's complex motion. In addition, the parameter estimation technique
applied must be convergent with poor {initial parameter estimates. The
methodology (computer program) will provide a 6DOF ballistic analysls

capability.

2.0 INTRODUCTION

In May 1988, the Air Force Armament Laboratory requested the 3246 Test
Wing's assistance in defining {nstrumentation requirements for the SEEK EAGLE
process relating to store separation and ballistic analysls. Orlando
Technology, Inc. identified current lnstrumentation requirements for ballistic
analyses vsing the ballistic analyslis methods developed under the Ballistics

Technology Improvement Plan (BTIP). These requirements directed improvements
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. in the 3DOF balllistic analysis area. In additlon, an approach to advance the

ballistics analysis capability to the 6DOF level was outlined. The approach

outlined is:

1. Develop a method to determine 6DOF ballistics data from measurements
of certain 6DOF state variables.

2. Develop a method to simulate the measurement of 6DOF state varlables
by embedding a simulatlion of the instrumentation measurement error in
a 6DOF trajectory program.

3. Generate simulated 6DOF TSPI with varlious levels of instrumentation
measurement error and determine the associated errors in the
ballistics data determined from the 6 DOF ballistics analysis method.

4. Use the ballistics data (means and variances of the aerodynamic

‘ coefficients) in the BTIP program, BEAM, and determine the weapon
MPI and CEP sensitivity to the errors in the ballistics data.
Subsequently, establish the relationship between an {nstrument
measurement error and its effect on the accuracy of the derived
ballistics data.

The software development and studies in the approach were submitted to
the SEEK EAGLE office as projects that could enhance the SEEK EAGLE process.
The program was approved, funded, and given the acronym "IMAR". The IMAR
program will provide data which show the effects of measurement errors on the
derived ballistic coefficients and the subsequent accuracy of the derived
ballistic models. These data will assist in selecting instruments with
sufficient accuracy and reasonable cost. Figure 1 presents a flow diagram to
fllustrate how these data are to be determined. When the 6DOF instrumentation

‘ is operational, the 6DOF ballistic analysis capability developed under IMAR
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will be avallable to determine the force and moment coefficients from the
measured weapon motion. These data are to be used in developing accurate
ballistic models and to compare with and possibly improve other approaches
such as wind tunnel testing and computational fluid dynamics. Since more
weapon state variables are measured in this process there are fewer unknowns
in the ballistic equations. A reduction in the number of required weapon
drops is anticipated with an additional improvement in ballistic model
accuracy.

The IMAR program is dependent on the development of a 6DOF ballistic
analysis method or computer program. Its development is the first task
undertaken in the IMAR program. The theory applied and the results obtained

as of August 15, 1990 are presented In this paper. The 6DOF ballistic

analysis method 1is referred to as SDBAM.

3.0 6DOF BALLISTIC ANALYSIS METHOD (SDBAM)

SDBAM i{s a computer program which receives state variable measurements
such as body axis angular acceleration and linear accelerations as input and
derives the aerodynamic coefficients needed in the 6DOF equations of motion.
The procedure employs non-linear least squares techniques referred to as the
Newton, Gauss-Newton, or Newton-Raphson procedure [1]. The procedure is
perhaps better known as the Chapman-Kirk method [2) because of their
application of the Newton procedure to the problem of estimating aerodynamic
coefficients from flight test data. In the IMAR application, an addition
feature is added to the Newton method referred to as the Marquardt algorithm
£31., The Marguardt algerithm, as implemented, eliminates the need for an
initial estimate of the aerodynamic coefficlients to start the non-linear least

squares procedure.
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3.1 Least Squares Parameter Estimation

A review of parameter estimation theory is presented using both linear
and non-linear scalar equations for illustrations. In SDBAM, the equations
are the 6DOF differential equations of motion and the coefficlents to be
estimated are the aerodynamic force and moment coefficients.

The usual situation which requlres a parameter estimator is a set of
measurements (dependent variables) made at discrete lntervals such as time or
distance (the independent variable) of a process. The process is modeled
mathematically and referred to as the state model. The state model usually
contains proportionality constants, parameters or simply stated "fudge”
factors which relate the model to reality (measured states). The values of
these parameters are to be estimated in some "optimal” fashion to cause the
model to “"best"” represent the set of measurements. If the mathematical model
was absolutely correct then the measurements could be expressed as

Z = HX + V (1)
where Z is an n x 1 vector of n measurements. HX represents the measurement
as predicted by the mathematical model and V is an n x 1 vector of the errors
in the measurements referred to as the instrumentation error. H Is an n x m
matrix which relates the measurements to the m x 1 vector of parameters X, If
the measurement errors are unknown the "best” estimate of X is a least squares

estimate.

3.2 Linear Least Squares Estimation

As an example, assume measurements of y are available as a function of
time and that y is mathematically modeled as
y = Cp + Cht + C3t2 + C4t3. (2)

The measurement of each y 1is contaminated by an error in the

instrumentation. The set of n measurements, Z, is expressed as
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2 3 ~ -
2 3
23 = 1 t3 t3 t3 C2 + V3 (3)
* . 1] C3
2 3
~Zn- t_] th th tnd _vn~

In this example the system is linear in relation to the parameters C,

through C4- Linear estimation techniques may be applied.

The least squares method min’ ‘lzes the sum of the squares of the
. residuals (SSR).

A residual is defined as the difference between a

measurement and the model prediction for that measurement. In matrix notation

form SSR is

SSR = (Z - HX)T(Z - HX) = vTv. (4)

T denotes a matrix transpose and the symbol . specifies an estimate for

X. SSR ig differentiated with respect to X, the derivative set to zero (to

~

minimize), and the equation solved for X. That is

8SR

x
‘ - HT(Z - Hg) + (2 - Hg) (-H) = 0O
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-2 0z - HX) = 0 ;
HTHX = HTZ ‘ :
X = BTy~ 14Tz (5) %

The solution to (5) is obtained by performing the indicated matrix

operations. In the form !

~

(8TH) X = KTz
the linear example given in equation (3) becomes
n n 9 n 3 n
n no, noo, nooy, n
EeC v Bey®cy e BeyPcy s Beyficy = Lagey

i=1 to n
2

3 |I

it

g b B oa Bos R
Sty v Eec, + Beyiey e Ty, = Dzpey
T e, 3, + 5 t, 4%, + 5 t,°Cy + T t,5c, = £ 2

The above system of linear equations in Cy through C4 may be solved using
linear algebra (1.e. Cramer’'s method). The same results are obtained by the
matrix operation in (5).

If the mathematical model is not linear in the coefficients or
parameters, the least squares estimation process must be modified such that a
solution may be found in a pliece-wise linearization process. The following
equation represents a mathematical model that is non-linear with respect to

some of the parameters.
y = & eBtcos(ct) (6)

The model is non-linear with respect to B and C. If n measurements of a ‘
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g process represented by (6) 1s made, the measurement model becomes

Z = hix) + v (7)

or
Bt

Ae lcos(Cty) + v,
Bt

Z, = A e 2C0S(Cty) + V,

~
—
]

Bt
n
A e TCOS(Ctp) + V..

o~
]

Note that the parameters B and C are "embedded” in the mathematical model such
that linear algebra or linear estimation cannot be applied to solve for the
parameters, Equation (7) 1is similar to equation (1) with the mathematical
model expressed as h (x) to denote a non-linear model in x.

The measurement model in (7) may be linearized about an estimate for x.

Let the Initial estimate for x be x,. Now expand h(x) about x, in a Taylor
series to obtain
~ h(x,) ~ 1 oh(xy) ~
h(x) = h(x,) + NV (x - xg) + = *E;E——-— (x - »4)
+ higher order terms. (8)

~

If x, is sufficlently close to x, then the higher order terms are

insignificant. Retaining linear terms only, equation (7) becomes

n h(x,) ~
7 = h(xo) + “E;————- (x - xo) + V. (9)
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A al( xO) ~

zZ - h(xo) -—'ax———(x—xo) + v (10)
Now let
r=2-h (xo),
h(x,)
G = ——,
o
and Ox = X - X,

These substitutions into (10) glves

r = GAx + V, (1)

"~

Equation (11) is linear with respect to Ax, that s, the error in the

estimate. Using linear least squares Ax can be obtained. Note that (11) .
ts of the same form as (1) and a solution is obtained similar to (5). That is

~

ax = (6T6)~'eTr. (12)

~

" By adding Ax to the original estimate of xj an improved or "better”
estimate of x 1s obtalned. This improved estimate suggests an iterative

process which should converge in the limit to x. The iterative process is

expressed as

Xie) = Xg * OX
T YO U YOS My TR .
= Xy + ‘,ax— oW . (Z—h(xl)). (13)




Q The method is now applied to the example model glven by equation (6)

where

h (x) = aeBtcos(ce).

1he first task is to determine the derivative of h(x) with respect to x.

That is
oh
———DA(—X)— = eBtcos(ce)
Eh(X) Bt
- = Ate "COS(Ct
o (Ct)
and
a\(x) Bt
- = - Ate”"SIN(Ct
oh(x,)
The expanded matrix ———— i{s a matrix of the partial derivatives
O

evaluated at each measurement point with th2 current estimate of x or A, B,
and C. This matrix ls often referred t- as the sensitivity matrix. For n

measurements the sensitivity matrix for the example becomes

Bt Bt Et
2 lcos(Ct) Atje  'cos(Ct;) -Atqe ‘sm(c:,ﬂ

Btg Btog Bto
e &OS(Ct2) Atze COS(Ctz) -At2e SIN(Ctz)

°

Btn.ne Bty 8.
G e "COS(Cr ) Atpe  "COS(Ct ) -At ¢ “'SIN(Ct )

m——

.
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For an illustration of the application of the technique, values for y

from eéuatlon (6) were generated with assumed values of A, B, and C. These y

.values were assumed to be measurements with zero measurement error. The
fterative technique was applied with the results tabulated as a function of

fteration cycle in Table 1. The parameter values at cycle "0" were the

initial estimates.

TABLE 1. Convergence Example for Non-linear Least Squares

ITERATION CYCILE

PARAMETER 0 1 2 3 4 5 6 TRUE VALUES
A 20 22,19 25.95 24.92 25.0v 25.99 25.00 25.00
B 0 -.712 ~-.783 -.496 -.503 -.499 -.500 -.500
c 2 2.544 3.352 3.075 3.141 3.14159 3.14159 3.1415%

The Marquardt algorithm simply adds a factor, N , to the 6Te matrix
diagonal that causes the non-linear method to converge with relatively poor

estimates of the parameters or coefficients. Thus,
ax = (676 + an)7leTr. (14)

It can be shown that when M\ approaches plus infinity, equation [14) approaches
the same solution provided by the method of Steepest Descent. The Steepest
Descent method is known to converge with poor initial parameter estimates but
converges slowly. When the M is zero (Gauss-Newton), poor lInitial estimates
can cause divergence, but good estimates will converge and converge rapldiy.
Thus, the desired approach is to start the procedure with a large N and then
reduce it as the estimate improves to speed up convergence.

In the previous non-linear example, convergence was obtdined within six
iterations. At initlial estimates values of 10, 0, and 1 for coefficients A,

B, and C respectively, divergence occurred instantly. With A set to 10,
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convergence was achleved in approximately 15 iterations., With initial
coefficient estimates of 0.1, 0.0, and 0.1, convergence occurred with 25

iterations.

3.3 Force and Moment Equations

The 6DOF equations used are the equat.ons of motion used by the 3246 Test
Wing in a number of applications, one of which includes trajectory simulation
for safe separation assessments. In these equations there are ejection forces
and moments acting in combination with aerodynamic forces and moments. The
ejector forces and moments are assumed to be known in this presentation.
However, they may be included as unknown forces in later developments. For
the present, all forces and moments are of an aerodynamic origin, The
equations and coordinate systems are further defined in Etkin(4]. The
equations are listed In Figure 2 for reference.

The body axis equations for angular motlon are integrated to provide body
axis roll, pitch, and yaw rates. The Euler angle rate eguations are
integrated to provide Euler attitude angles of the weapon. The translational
equations of motion are integrated in an earth fixed or test range coordinate
system. The equations provide model estimates for measurements made directly
by body mounted angular accelerometers and rate gyros. The Euler angles and
rates could be provided by an inertial platform or other means.

The aerodynamic forces acting along the body axas are transformed to an
earth fixed coordinate system using the transformation matrix 2s shown Iin
Flgure 2. These c¢quations are best sulted for ground based measurements of
position, velocity. and acceleration. The body axis translational equations
may also be integrated to provide body axis veloclity components. The velocity

components may be iransformed to earth fixed velocity components from which
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Body axis angular accelerations:

p c/1
. q | = Tsd C/ Iy +
i r | i CN/II—
Euler angle rates:
5] [1 sNoeTaNe
8| = |0 COS ¢

Earth axis lincar accelerations:

oo -~ e

a, = COSOCOSY
COS 6 SIN v
= -SING

]

12

— e

pC,/2v] 0
- 2
qsd quq/?.va + (lz-lx)rplly
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a
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Figure 2. SDBAM Equations of Motion
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integration ylelds earth fixed position. This latter approach is best suited
for body mounted linear accelerometers and may be used for ground based
measurements of weapon position and velocity. When completed, SDBAM will be
compatible with measured state variables in body coordinates, earth fixed
coordinates, and combinations of both. At present, SDBAM 1s developed for
body fixed angular measurements, Euler angle measurements, body axis linear

accelerations, earth fixed axls linear accelerations, and positlons.

3.4 Aerodynamic Coefficient Models

The aerodynamic force and moment coefficlients for freestream flight are
functions of angle of attack, angle of yaw, and mach number. 1In the flowfield
of the afrcraft, these parameters may vary significantly from point to point
on the weapon body. 1In additlon, since the weapon 1s In free unpowered
flight, none of the parameters are constant. They are not accurately measured
and do not serve well as Independent variables to model the aerodynamic
coefficients during separation from the aircraft. In this approach, the
aerodynamic coefficients are modeled as simple polynomials with time as the
independent vartable. The order of the polynomial should be low to minimize
the size of the matrices involved yet large enough to model the time variation
of each coefficient. Successful results have been obtained with second order
polynomials as well as fifth order polynomials.

For the second order model of the axial force coefficient, C

X

C, =Cy + Cot + Cot?

x -1 2 3

there are three coefficlients to be determined. Thus, second order models for
three force coefficients and three moment coefficients requires a total of 18
coefficients to be determined. Likewise, a fifth order model of each

coefficient requires 36 coefficients to be determined.

The damping moment coefficients are modeled in SDBAM as constants. They
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are included as coefficlents to be determined from the flight test data.

However, poor results are obtained so they are currently not estimated and are
assumed to be known. Similar problems with estimating damping moment
coefficlients using the Gauss-Newton procedure is reported in [5). The dilemma
s that moment coefficlents are best estimated with short lIntervals of time
(repeated intervals of less than a half yaw cycle) whlle damping coeffliclents
need long measurement time intervals (several cycles) to estimate. Alternate

methods are being considered to determine damping moment coefficients.

3.5 SDBAM Operatlion

A functional flow diagram of the computer program is shown in Figure (3).
The inputs include weapon physical properties, the measurement data, and
certaln processing parameters. Physical properties such as weight, center of

gravity location, and moments of inertia must be measured and provided for

each test drop. A data file containing a measurement from each degree of
freedom for each time interval must be provided. The time interval must be
fixed and no data voids/drop-outs are permitted. The first set ~f
measurements should include all state variable initial conditioans. In general,

the following state variables must be initlalized.

p - body axis roll rate
q - body axis pitch rate
r - body axic yaw rate
¢$ - Euler roll angle

6 - Euler pitch angle

C-

- Euler yaw angle
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ground based velocity coordlnates

[
H

. X
!
NI, s

ground based position coordinates

<
1

Subsequent measurements need only to included a 6DOF measurement set such as
P, 4, £, X, ¥, and z as a function of time. Other sets are permltted by
changing the measurement vector, Z, and by changing the G matrix. See
equations 9 - 12, Five different measurement sets are currently programmed
and more may be added for the user to select and enter as input.

The user specifies the segment length as the number of measurements per
segment. The number of measurements per segment should be small because of
the highly non-linear varlation of the forces and moments. The number of
segments may be as long as desired to process all the measurements. For
example, 100 measurements may be made in 1.0 second at 0.01 intervals. To
process the data, SDBAM inputs may be 10 for the number of measurements per
segment and 10 for the number of segments.

Ordinarily, Gauss-Newton non-linear least squares require initial
estimates for the parameters. The problem of inputting initial estimates for
from i8 to 36 parameters is impractical because the user will have no basis
for an estimate. In SDBAM all the parameters are initlalized to be zero. If
divergence occurs, the user increases the value of the initlal Marquardt
constant until convergence is achieved.

Convergence is achieved when the sum of squares of the residuals reaches

a minimum. The residual iIs the difference between the measured value and the

17
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value computed in the 6DOF simulation which uses the parameter or aerodynamic
coefficlent estimates. When convergence occurs, the computed aerodynamic
coefficients are written to a fille. If there are additional segments, the
program returns to read a new segment of the data. When c;mpleted, the output
file will contain all the aerodynamic coefficlents as a function of time. The

coefficlients in the polynomials are not retained.

3.6 Simulated Results

Inputs for the developmental SDBAM computer program from flight test data
are not available. Throughout the development process, simulated flight test
inputs have been generated with a 6DOF trajectory computer program. The
simulated data include state varlables such as roll, pitch, and yaw angular
acceleration and weapon center of gravity accelerations as a function of time.
Direct output simulates perfect measurements. A random measurement error Or
bias error may be added to each state variable to simulated possible
measurement errors. In addition the simulated data also include the
aerodynamic coefficients output as a function of time. The output of SDBAi
may be compared with the perfect measurements and with the coefficients used
to simulate the perfect measurements. These comparisons benefit the
development process and are the simulated results presented here.

Trajectory data for the CBU-58 munition are generated using freestream
wind tunnel aerodynamic coefficients. The initial conditions are selected to
give the murition an angle of attack and an angle of sideslip. The total
angle of attack is approximately 10°. The release airspeed 1s 950 ft./sec.
The trajectory data are body axis angular accelecatlion and rates, Euler
angles, and translational position, velocity, and acceleration as a function
of time. A trajectory data file is created and used as finput to the SDBAM

code.
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In the following examples, measurement error is simulated and added to ‘

the state variables in the trajectory data file. The state variables selected
are the angular and translational accelerations. The measurement error 1s
simulated as a Gaussian distributed random vartable with a zero mean
(unbiased) and an input standard deviation. For each state vartable and for
each measurement a different random error is generated and added to the
simulated error free (6DOF data) state varlable.

With no measurement error, the SDBAM code should predict the coefficient
time history as used in the 6DOF trajectory simulation. Figure 4 fllustrates
that SDBAM accomplishes this task., The plot essentially validates the code.
The yaw moment and axial force coefficlent are plotted. Similar results are
obtained for the remaining coefficients.

An error budget representing the standard deviations of measurement error
1s selected. The simulated "measured” data are processed by SDBAM. The .
predictions determined are plotted in Figure 5 and Figure 6. The errors used
are listed on the plots. The values listed are one standard deviation. Roll
moment and axial force coefficlent predictions are exhibiting more error than
the yaw moment and side force predictions. However, the error exhibited may
not induce a significant miss distance 1f the derived coefficlents are used.

A significantly larger error budget is used to generate the prediction
plotted in Figures 7 and 8. The measurement errors are so large that the
predictions for roll moment and axial force coefficient are uncorrelated and
meaningless. The side force coefficient predictions remain correlated and
accurate alfhouqh some error effects can be observed. The yaw moment
coefficient predicrions are extremely accurate and show little change with

respect to the smaller error budget data.
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4.0 Conclusions

The SDBAM computer code is in development. Additional capabilities will
be added before the IMAR program is completed. At the present time SDBAM
could determine the aerodynamic force and moment coefficient time historles
for a number of measured state variables. While any conclusions drawn are
very preliminary, the data from the examples show

1. The SDBAM code is analytically validated.

2. Angular accelerometer used to measure roll acceleration need to be
more accurate than pitch and yaw accelerometers.

3. Roll angqular accelerometer error should be less than 0.5 radians/sec2

from an analytical viewpoint.

4, Axial linear accelerometers need to be more accurate than the
transverse accelerometers.

5. Axial linear accelerometer error should be less than 0.1 G from an

analytical viewpoint.

The IMAR program will provide a 6DOF ballistic analysis capabllity
(SbBAM) for the 3246 Test Wing. Although it will be operational in October
1990, some code revisions will be necessary to read operational flight test
data. In the FY91 program, SDBAM will be used to determine state varlable

measurement error effects on the predicted coefficients.
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INTRODUCTION

The following paper is a brief synopsis of where the Tactical Air Force has been, and is currently
headed, in regard to computer-based mission planning and in specific, weapons delivery planning.

BACKGROUND

Tactical Air Command (TAC) first entered the field of small computer-based automation in 1981.
TAC was one of the first groups in the Air Force to procure small personal computers for use at the
squadron level. These computers were envisioned to help automate such operational functions as
flight planning and weapons delivery planning. Up to this point in time, both functions were labor
intensive tasks requiring aircrews to spend many hours planning both the route and delivery
methods for a typical air-to-ground mission.

In the ensuing next few years, the Air Force and the technical community, as a whole, watched a
technological explosion of capability become available on small table top computers. At the same
time, the Tactical Air Force (TAF) was also experiencing a major upgrade in the capability of their
fighter force. The F-15 and F-16 airframes were being updated to include a cartridge capability to
load numerous amounts of data, to include route of flight, bomb load, weapons setting, etc., onto
the airplane, relieving the aircrew from this time-consuming task of typing this data in after engine
start. Mission planning automation began to broaden in its scope and also in its importance to the
success of the mission.

The overall combat capability of a unit, ircluding number of sorties generated per day and aircrew

availability, became dependent upon a mission planning system being able to cut down on turn
time.

As we moved into the 1990s, the computer technology explosion has caused a shift in all areas of
how we perform in the combat arena. The scope of mission planning today has grown from the
basics of flight planning to include such things as target area tactics, penetration and analysis of
enemy threats, target area study, and support of advanced guided munitions.

It is clear as we move into the next decade, computer automation at the aircrew level is going to
become a cornerstone of the success or failure of the TAF's capabilities to meet world-wide
contingencies.

19-2




‘ MISSION PLANNING TODAY

The Tactical Air Forces mission planning capabilities exist in two forms today -- a personal
computer {PC) based system and a minicomputer system Mission Support System (MSS).

The PC based system consists of a group of software modules capable of doing basic mission
planning to include flight planning, weapons delivery, and penetration analysis. These modules
are designed to run on a basic Z-248 computer available in most squadrons.

The MSS, or minicomputer version, consists of a hardware set that was procured for the specific
purpose of mission planning. The MSS offers all of the capabilities of the PC version, but also
includes digital maps, imagery manipulation, and cartridge load capabilities.

There are many problems to be resolved in the area of mission support systems, such as logistic
support, mobility capabilities, ease of operation, long-term support, and maintenance.
Throughout the rest of this presentation, we will focus upon the one segment of the MSS that the
Office for Aircraft Compatibility (TY) is involved with, i.e., automated weapons delivery
calculations. We will attempt to present the lessons we have learned and where we think weapons
delivery is headed in the future.

In a recent initiative sponsored by Headquarters Tactical Air Command (HQ TAC), TY has begun
the development of a completely automated weapon delivery planning solution in the form of a
highly interactive computer based program.

This computer program, which will be in the form of an automated Technical Order (T.O.
1-1M-34-2-D-A/B), is called the Non-Nuclear Weapons Delivery Planning Program (NNWDPP).
This program will allow the aircrew of all fighter aircraft currently supported by 1.0. 1-1M-34 to
perform complete weapon delivery planning to include aircraft specification, geographic locatca
entry (target, initial point, offset aim point, etc.), weapon specification (to include suspension and
flying options), and delivery methods and parameters.

The scope of this program was to ensure that 21l missions meet the varicus critcria significant tc the
delivery of munitions, such as safe escape minimum release altitudes, dive recovery minimum
altitude, and fuze arming altitudes and times.
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The program will provide the pilot with error analysis capabilities to find useful trends significant
to parameter variations at the time of the actual delivery; abort criteria calculations so that the pilot
may determine the factors that drove the program to select particular minimum release altitudes,
etc.; and the ability to generate -2 equivalent bombing tables as a form of paper-based "back-up"
for the weapon delivery planning software.

At the beginning of this development, TY put together a team of programmers and engineers to
take this project from its start to a full implementation in the field. The group established some
basic goals from the beginning that we felt were lessons learned from past mission planning
initiatives. These goals were as follows:

- the user interface had to be easy to use with little or no training.

- the system had to be fairly fast in its execution and be capable of running on today's
Z-248 computer, already in place at the squadrons.

- early involvement of the user would ensure user acceptance in the end.

- the software would have to be written in a modular form allowing for ease of maintenance
and quick response to user requested changes.

- the software would be designed in such a way as to be easily transported from one
operating environment to another as the squadron's hardware grew with technology.

Keeping the above requirements in the forefront, the following sections show the approaches
available to build a state-of-the-art user interface.
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‘ WEAPON DELIVERY USER INTERFACE DEVELOPMENT
Objective

Like any program's user interface, the purpose of a weapon delivery planning program's user
interface is to obtain all necessary inputs from the user (and/or other sources), to correctly perform
weapon computations, and to provide a method of producing high-quality output of the program’s
results. These computations involve several subject areas:

- ballistic calculations

- aircraft flight path calculations

- safe escape calculations

- dive recovery

- cluster munition pattern prediction

Additionally, the following capabilities have been identified for inclusion in future weapon delivery
software;

‘ - error analysis

- abort criteria determination
- and table generation.

Based upon these functional areas or capabilities, it is evident that the following types of
information must be obtained from the user:

- aircraft and weapon specification
- target and other geographic point information

- delivery technique information (altitudes, airspeeds, angles, etc.)

There is obviously no "best" way to obtain this information, so the user interface for these
programs must be developed in an iterative manner, with regular user feedback.

Pilot Requirements

In the development of weapon delivery planning program user interfaces, it is critical to obtain
information, comments, and other requirements regarding the user interface from the community of
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pilots that will be making use of the software. The following comments were gleaned from several
requirements definition proceedings with Air Force combar pilots flying diverse aircraft in a variety
of roles.

Easy to Learn and Use

Since the majority of pilots are not "computer gurus" or terribly good typists, it is necessary that
any end-user software must be easy to learn and use in a minimum amount of time and with a
minimum effort. The following section discusses several areas that have been identified to assist in
making these characteristics possible.

Continuous On-Line Help

At any particular time, end-user software should provide applicable, context-sensitive on-line help
so that the user can always infer from the screen what his range of options are and how they might
be restricted. As an example, if the user were entering an airspeed value in a program, the
software should display information explaining exactly what is significant about this airspeed ("it is
release airspeed") and what is the range of accepted values for this airspeed (250 to 600 KTAS").

In addition to continuous, context sensitive on-line help, it is also useful to provide complete and
extensive on-line manual capabilities to the software so that the user can get additional, more
specific information regarding any feature or capability of the program available.

~

Consistent, Forgiving Environment

The weapon delivery planning software must present a consistent face to the user, not allowing the
user to enter incorrect information knowingly or unknowingly, and provide for the relatively easy
reversal of commands or actions taken at any particular time.

Streamlining of Typical Data Entry "Path"

Like any other piece of software designed to perform a fairly well-defined task, there will be
situations where a great deal of the normal information involved in weapon delivery planning is of
a "boiler-plate” nature. Consequently, the program should take advantage of this fact so that pilots
can "default" much of this information to nominal values for the missions and roles that they are
involved in.
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Target Hardware Platform

In spite of the fact that computer hardware has continued to advance to staggering heights, there is
an existing installed base of moderately sophisticated hardware that makes up the greater nortion of
microcomputers that are immediately available to combat pilots. As a result, any weapon delivery
planning software should be developed in such a manner as to be useable on these machines so that
a maximum number of pilots can benefit from the program.

Custom Output

Another aspect of weapon delivery planning program user interfaces is their ability to produce high
quality output in a format that is informative and useful to the pilot. Since there are so many types
of combat aircraft, missions, and separate combat organizations, it is unreasonable to assume that
all the needs of all of these organizations could be met with a single output format. As a result of
this situation, a good user interface for weapon delivery planning programs will allow the user to
contro! the format and information content of the output and customize it for his exact purposes.

Portable to the MSS

It is important in terms of training and developmental costs that any new planning software
solutions be fairly transportable tc other operational environments. In the case of weapon delivery
planning software, it is important that the software be transportable to the MSS as this system is
designed to be the fundamental planning system for all combat pilots in the future.

Easily Integrated with other Applications

Another equally important characteristic that must be supported by new planning software is to be
easily integrated with other software packages. In the case of weapon delivery planning software,
it is important that the software be be designed in such a way as to exchange flight planning
information with other PC and MSS based software packages.
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User Interfaces in General
What is a User Interface?

A User Interface (UI) is the computer software that mediates beiween a person and the program
and allows the person to shape the computer into a tool to accomplish some goal. At one time, the
UI was the last thing that was considered in the development of a suitware application, but now it
is typically the first thing that is considered.

What are the Qualities of a Good UI?

UIs have come a long way in the past several years, primarily due to the increased capabilities of
personal computers. In the process of improving and becoming more sophisticated, Uls have also
begun to standardize 10 some exient.

Naturalness

What is natural to one person may not be natural to another, but there are several general
characteristics that can be used in describing a “natural" UL

- it does not force you to remember command names

- it does not allow unconfirmed, disastrous actions

- it allows a person to quickly perform useful work

- it allows you to make mistakes and change your mind

- it allows you to perform several actions at any given moment

Consistency

An Ul is said to be consistent if its concepts, functions, and procedures apply across the
application as a whole. This has the advantage of reducing the learning curve and users will
develop an almost sub-conscious idea of what is the "right" command or action to use at any given
moment.
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Avoidance of Modes

A mode on an interactive computer system is a state of the UI that lasts for a period of time, is not
associated with any particular object, and has no role other than to place an interpretation on
operator input. Modes are generally frowned upon becauss of the fact that they place a special
(maybe unknown or inconsistent) interpretation on the user's action.

Adapt to User's Level of Experience

A good UI will adapt to a user's level of experience in such a manner that both novice and expert

users can operate the software in a efficient manner, making use of their knowledge (or lack
thereof) of the system.

Why are Graphical User Interfaces (GUIs) Superior?

The objective of any Ul is to create an illusion for the person that allows him to understand the
system and know what to do next. One of the most powerful techniques used in strengthening this
illusion is the adherence to a display technique known as WYSIWYG (What You See Is What You
Get). High-resolution graphical displays provide much greater fidelity in creating the
aforementioned illusion. When one combines this approach with a mouse for the direct

manipulation of on-screen objects, the user’s metaphor is reinforced to the point of being
completely intuitive,

Some Popular GUIs and Industry Standards

In the last several years, the number of different GUIs has positively exploded. The user

community now has the ability to run programs with a GUI on just about every popular personal
computer, workstation, and many terminals.

GUIs are composed of several basic system components. The three most fundamental
software/firmware components of GUIs are:

- the windowing system
- the imaging model
- the application program interface (APY)
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The following sections discuss four popular GUIs and the significant characteristics of each.

Macintosh™

While the initial techniques and concepts of GUIs were developed at Xerox™, Apple's
Macintosh™ computer effectively made the GUI enormously successful. The Macintosh™ is
currently the industry leader in terms of easy-to-learn and easy-to-use application software that, in
spite of its diversity, is remarkably consistent and well-integrated.

In developing Macintosh™ applications, the programmer can choose from a variety of
programming languages (e.g. Pascal, C, FORTRAN, Modula-2, Ada, etc.) and most applications
will-run on a baseline Macintosh™ since the all Macintosh™ computers have at least 1 megabyte
(MB) of random access memory (RAM), a linear (Motorola) memory layout and an effective
memory management capability built-in.

The Macintosh windowing and imaging models are "QuickDraw™", and its API is distributed for
a variety of languages by Apple and third party sources.

Microsoft Windows

Microsoft™ Windows™ (version 3.0) is the IBM-compatible PC's answer to the Macintosh™
GUIL Windows™ is a very clean, attractive system that has the potential to challenge the
Macintosh™ installed base and, perhaps, eventually in the number of application software
packages available. Microsoft™ Windows™ conforms to IBM's (Software Application
Architecture) SAA standards, and, consequently, holds considerable promise in terms of providing
applications that operate in a familiar way on numerous platforms.

In developing Windows™ applications, the programmer is primarily restricted to the C and Pascal
programming languages and, for the most part, larger applications will probably require at least 1
megabyte (MB) of random access memory (RAM) (as opposed to the standard 640K).

The Microsoft™ Windows™ API is distributed by Microsoft™,
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OSF/MOTIF™

MOTIF™ is a GUI that has been developed by the Open System Foundation (OSF) in response to
the large number of user-interfaces that have been unleashed upon the world with no concerted
effort toward standardization.

MOTIF™ is built on top of the X-Windows windowing environment (developed at MIT), which is
prevalent primarily on UNIX™ workstations, connected by Ethernet™ and equipped with a
mouse, etc. In appearance, MOTIF™ is very similar to Windows™ 3.0 and Presentation Manager
(a GUI for IBM's OS/2).

The primary advantage of MOTIF™ is that it attempts to conform to IBM's SAA standards
concerning user interface characteristics, and is portable to most workstations that support
UNIX™ and X-Windows.

NeXT

The NeXT™ computer's GUI is noteworthy for several reasons: it runs "on top of" UNIX™; it
utilizes Postscript as both its imaging and display model; and (most importantly) it is supported by
one of the most sophisticated GUI development systems in existence.

The NeXT™ computer provides development facilities that allow a typical programmer to generate
virtually almost all of the source code associated with an applications user interface in a very short

amount of time. This allows for rapid UI prototyping which has become critical in today’s
software development efforts.

The Approach Used in NNWDPP

In the previous sections, weapon delivery planning software and user interfaces were discussed in
general. In this section, we will discuss the specific techniques and concepts that were used in the

development of a user interface for a new weapon delivery planning program called NNWDPP
(Non-Nuclear Weapon Delivery Planning Program).
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Menus, Windows, and the Mouse

In keeping with well-researched information regarding the most useable user interfaces, the user
interface for the NNWDPP was developed around the traditional metaphors of GUIs (being
primarily influenced by Microsoft™ Windows™ and the Macintosh™). While the NNWDPP
could not depend upon a graphic environment in which to operate, an attractive "character-based"
GUI was developed utilizing a commercial toolkit.

The Metaphor: A Fill-in-the-Blank Form

Primarily due to the fact that graphics were not possible on the target hardware platform, the visual
illusion or metaphor that is utilized by the NNWDPP was the next best thing: a form. The
developers felt this was a logical choice as Air Force pilots are quite well-versed in filling out
forms (much to their chagrin).

Ease-of-Use and Ease-of-Learning Features

The NNWDPP's user interface was developed in such as way that there is a minimum amount of
knowledge required in the use of the program (note that this refers to the program's user interface,
not the subject matter of weapon delivery). We have streamlined data entry as much as possible
and provided extensive on-line help facilities.

Developmental Considerations

In the development of the NNWDPP's user interface (which as aforementioned utilized menus,
windows and a mouse) we utilized a software toolkit call XVT™ (Extended Virtual Toolkit). This
software package is designed to support numerous operating environments.

We combined the use of XVT™ with an adherence to object-oriented design techniques in order to
support the easy maintenance and extendibility of the NNWDPP's user interface. XVT™ offers an
additional advantage to the NNWDPP user interface: the XVI™ API is portable to a considerable
number of operational environments (including graphical environments).

Having completed the user interface, the next step was to integrate this module with the calculation
module.
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‘ WEAPON DELIVERY CALCULATIONS
| The following is a brief description of the calculation model.
Weapon Trajectory
The basic problem that must be solved by the computer is that of determining the range of a non-
thrusting body released from an aircraft in the earth's atmosphere. This problem, due primarily to
the non-linear nature of the atmospheric properties, can not be solved in closed form. This
logically leads to the use of numerical techniques te solve the underlying differential equations.
The differential equations of primary concern are a = F/M and are expressed as:
F=Ma=-Cpp S V2/2
where
‘ F = drag force
M = mass of bomb
a = acceleration
Cp = drag coefficient
p = air density
S = md?/4 = cross sectional area
d =weapon diameter
V¥ = velocity reiative to the air

thus

a = ~Cp mpv2(d2/4)/2M
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or
a = -Kp pv2d2/M = -Kp pAv2

where Kp = nCp/8 is tl.. arag coefficient as used in the program, and A = d2/M is the weapon
gamma,

Although the program is configured to solve the equations of motion in three dimensions and take
into account the earth's rotational effects, the present version ignores rotational effects and
computes the two-dimensional, downrange and vertical drop solution only.

The equations to be solved take the following form:
d?x/dt? + H dx/dt = 0
d?y/dt? + H dy/dt + G = 0

where x is the downrange travel of the bomb, y the vertical travel component, G the acceleration
due to gravity and (H = ApKpV), the drag function.

The differential equations are solved using a modified Euler numerical integration process starting
with the initial release conditions and terminating with the weapon impact.

Aircraft Flight Path

Aircraft flight path simulation is required to provide the weapon release parameters when a toss
maneuver is run. Only level approaches with linear G and linear power applications are simulated.
The equation is entered with approach altitude and airspeed, and the aircraft trajectory simulated
until the specified release condition is obtained. Release may be on time, altitude, or flight path.

Pertinent acrodynamic data is stored in arrays and table lookup with linear interpolation is used to
determine the angle-of-attack, available thrust, and drag coefficient as required during the
simulation. The angle-of-attack and drag coefficient are stored as functions of lift coefficient and
Mach number. Available thrust is a function of Mach number and density altitude.
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‘ To initialize the aircraft trajectory it is first necessary to determine the thrust to maintain steady state
under the approach conditions. Since the approach is levei, a force balance equation may be
written as:

T = D/COS(ALPHA)

where

T = thrust required for steady state

D =drag

ALPHA = angle-of-attack
A second force balance equation may be also be written:

L = W-T*SIN(ALPHA)

where

L =lift

W = aircraft weight
Since the lift coefficient, CL, (CL = L/QS where QS is the dynamic pressure) is required to look up
Cp, the drag coefficient, and angle-of-attack in the aerodynamic data tables, the assumption that
angle-of-attack equals zero is made initially and Cy, becomes W/QS. The tables are then used to
find a new value of ALPHA which in turn is used to compute a new C. The process is repeated
until Cp, changes by less than 0.001. Having a stable value for Cy, the thrust available is obtained
by table lookup and Pg , the ratio of required thrust to the available thrust, is computed. Pg and
ALPHA are then used to initialize the trajectory along with the approach altitude and airspeed. The

v ~ b s als 1
program dees not allow Pg to be greaier than 1.

Once the trajectory has been initialized at time zero, thrust is controlled using a linear multiplier that
. varies from Pg to 1 over a time interval of one or two seconds depending on aircraft type. The G
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force is controlled linearly with time from 1 to 3 or 4Gs over one or two seconds depending on
aircraft type. The controlled G force, CG, is used in the computation of lift coefficient:

Cy = (W*CG-T*SIN(ALPHA))/QS
The force balance equations, which can no longer be simplified by assuming level flight, become:
Fy = T*COS (THETA+ALPHA)-D*COS (THETA) -1*SIN (THETA)
and
Fy = T*SIN(THETA+ALPHA)-D*SIN(THETA)+L*COS (THETA) -W

where

Fx = the force in the downrange direction

Fy = the force in the vertical direction

The acceleration components are obtained by dividing the associated force component by the
aircraft mass. The resulting differential equations are then solved using a fourth order
Runge-Kutta integration routine.

One limitation that was quickly identified was the burden imposed upon the significantly less
powerful hardware platform (8-bit and 16-bit microprocessors) by the computation of store
trajectories. This problem was satisfactorily solved by the development of a variable "step size"
integration algorithm. Other limitations imposed by the target hardware platforms impacted the
relative ease that databases could be modified and updated.

The automated weapons delivery program has been designed to be easily updated and incorporated
into the weapons certification process. As new weapons are selected to be certified on a particular
aircraft through the SEEK EAGLE process, these munitions are identified as needing support for
mission planning. The required ballistics data is identified and any changes in delivery tactics are
discussed with the user. As TY develops the new ballistic characteristics for the weapon, they are
added to the weapons delivery program and provided to the responsible test organization (RTO) for
verification, in conjunction with the testing of the weapon.
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‘ WHAT DOES THE FUTURE HOLD?

The future of mission planning, and in particular, the weapon delivery tasks are on the threshold of
entering an entirely new domain of extremely sophisticated, integrated scenarios. The future will
undoubtedly see these systems being interweaved with theater level battle management systems and
high-volume, satellite information sources. It also seems likely that in an effort to provide
unparalleled support for flexible weapon delivery planning in these systems, the systems of the
future will be formed from complex software components that allow direct computation of
ballistics and safe escape parameters on a "case-by-case" basis, in addition to providing large
databases of pre-computed weapon delivery planning information for more traditional planning
situations.

It is quite conceivable that, in the future, all operational aircraft data (stability and control, weight,
and balance algorithms, etc.) and weapon information (guidance and control, thrust parameters,
etc.), in the form of complex software packages, will be incorporated into an MSS. This system
would allow complete and extremely high-quality simulation capability, conceivably to the point of
simulating the combined trajectories of all aircraft, weapons and sub-munitions in a rigorous
computational description of the entire air-to-surface environment.

While this sounds rather outlandish, it 1s possible, with today's hardware and software
technology, to construct platforms capable, at least in terms of "raw" computing capability, of
doing exactly this type of "simulation".

In addition to the outright capabilities of such systems, it is inevitable that we will see man/machine
interfaces becoming equally sophisticated. Judging from the likely Initial Operating Capability
(I0C) of such a systern, it is probable that pilots will communicate with the system using voice,
true 3D stereoscopic projection systems, and physical manipulation methods (like light pens, joy
sticks, mice, etc.).

On an even broader horizon, it is likely that with the growing integration of weapon system and
aircraft avionics, we will probably see weapon planning systems become mandatory components

in ail on-board combat aircraft computer systems (including support simulation platforms).

As we move to further automate the aircrews mission planning requirements, we must keep in

’ ’ mind the system must be highly portable, user friendly, and very reliable.
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As we look to the future in areas such as target area tactics and mission simulation, we must
answer the following questions before we even begin.

- how much accuracy is really needed?

- how close must ballistic calculations be when you include the overall performance of the
weapons system?

As new technology becomes available we must make decisions on speed of computations versus
costs. Is a speed-up from 5 minutes to 5 seconds worth about $100K per workstation?

As we look to the future, we must develop goals and standards for minimizing cost and
maximizing flexibility of both the hardware and software platforms.

In conclusion, the TAF has come a long way in the last 10 years towards automating the aircrews’
mission planning needs. We must learn from our past mistakes and seize the opportunity in the
future to meet the demanding needs of future weapon systems.




SUMMARY

Throughout much of the history of automated mission planning systems, TY has provided its
expertise in the form of technical assistance and software development in support of the weapon
delivery aspects of this complex problem arena.

As aircraft and weapon systems become more compiex and funding and schedule issues become
ore pronounced, the efficient management of these developmental issues will immediately impact
operational readiness and effectiveness. With the inevitable move to a smarter, leaner inventory of
guided weapon and sophisticated combat aircraft, the features, demands, and characteristics of
these systems will, of course, be incorporated in the products that TY supplies to the project
managers of future mission support systems.

TY is poised to support these efforts in the form of technological enhancements and expertise in
weapon delivery issues.
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ABSTRACT e

Loads flight testing is performed to validate analytical
methods and data used to compute loads. To achieve the
validation, analytical loads are predicted for the flight test
maneuvers so a comparison with flight test derived loads can be
made. During recent flight loads testing of an F-16, these
predicted and derived loads for an underwing carried external
store differed significantly. A study was conducted to
determine the cause of this unusual discrepancy.

Investigation into the causes lead to examining the
accuracy of the following load sources: 1) Flight test
instrumentation ~ both aircraft/store and ground station, 2)
Loads prediction methods, 3) Load prediction basic data. The
investigation concluded that inaccuracies in the loads
prediction data were the apparent cause for the discrepancy.
Sources of this data included digital computer maneuver
simulation, dynamic load environment, and wind tunnel tests.

A detailed comparison of the predicted data to measured
flight data showed significant differences. These differences
were due to the dynamic load environment and the aerodynamic
data. The unexpected presence of high magnitude low cycle
oscillations caused the differences in the dynamic load
environment. Causes of the differences in the aerodynamic data
were unknown. The predicted data was in the form of non-
dimensional aerodynamic coefficients obtained from wind tunnel
tests of a 1/9th scale model. The experimental error of the
test was insignificant, therefore, some asrodynamic flow
phenomenon must have occurred to cause the load discrepancies.
The study task became the development of a procedure to

correlate the existing w’~' tunnel data to the flight test
derived loads.

The procedure development involved deriving flight
measured aerodynamic couefficients and comparing these to
coefficients from the wind tunnel test. This process was
complicated by the lack of flight test data needed to transfer
the moments to a common reference axis. Store only forces and
moments (i.e., loads acting on the store in the presence of the
pylon and F-16) and store plus pylon forces (i.e., forces
acting on the store/pylon combination in the presence of the
F-16) were not measured during flight; only store plus pylon
moments were oktained. Several assumptions, about the
relationship of the forces and moments not measured during
flight to both the flight measured moments and the wind tunnel
test forces and moments, were made to overcome this lack of
flight test data. A "realistic" aero data base was then
developed for the purpose of setting aircraft operational .
limits when carrying this underwing external store.
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As evidenced by the investigation of this unique
situation, scaled wind turnel tests may not always reflect full
scale aerodynamic loads. Variances in flexibility, Reynolds
number, wall effects and probably other unknowns can be
significant between the modeled external store and the actual
external store and might cause differences in external store
carriage loads.

ii
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1. INTRODUCTION

Loads flight testing is performed to validate analytical
methods and data used in computing loads. Maneuvers are
selected to be flown based on maximizing loads on aircraft
components such as external store hardpoints. Analytical
methods are employed to predict the loads acting on each
component during the selected maneuvers. Flight loads are
derived from the test instrumentation and compared to
predicted values. During recent flight testing of an F-16,
these predicted and derived loads for an underwing carried
external store differed significantly. A study was conducted
to ascertain the cause of this unusual discrepancy and to
determine the necessary action for adjusting the unrepresen-
tative loads since the differences were severe enough to
possibly impact final flight operational limits.

2. INVESTIGATION OF DISCREPANCY

Investigation into the causes of the discrepancy lead to
examining the accuracy of the following load sources: 1)
Flight test instrumentation - both aircraft/store and ground
station, 2) Analytical methods, 3) Load prediction basic data.

The flight test instrumentation consists of two
subsystems: measuring and recording. The measuring subsystem
includes the strain gage bridges and electrical bridge
combination networks (modules). The pylon has strain gage
bridges installed on load-carrying members. For each
measurement, selected bridges feed voltages to a module which
simulates regression equations using attenuating resistors.
The equations are developed using calibration data.

The recording subsystem entails a gain multiplier, a data
tape, a telemetry transmitter, a telemetry receiver and a strip
chart recorder. Measured strains are translated into three
components of load (pitch, roll and yaw moments) by the gain
multiplier. The derived moments along with aircraft response
parameters are recorded at a rate of 200 samples per second on
the onboard data tape and also is transmitted via telemetry to
the ground station. The strip chart recorder provides traces
of the store plus pylon moments. A schematic diagram of the
entire system is shown in Figure 3. Both subsystems were
checked for accuracy.
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The system check was accomplished by positioning a loading
ram between two dummy stores mounted on the instrumented pylon
and an adjacent pylon (see Figure 4). Known forces were
applied to the store by the ram. The measuring subsystem was
checked by obtaining the values from the module and manually
wwultiplying the values by the module slopes to determine the
ueasured moments. The applied moments, obtained at the forward
attach point of the wing/pylon interface (Flight Test
Reference) based on the applied ram forces, and the measured
moments were compared and found to correspond. Since the
recorded and applied moments agreed, the flight test
anstrumentation loads equations were validated.

The recording subsystem was checked separately by
reapplying the ram forces and comparing the recorded strip
chart moment traces to the applied moments. The second
application of loads reaffirmed the loads equation as well as
verified the recording subsystem. The predicted loads were
determined to be the unrepresentative loads as a result of this
verification of the flight test instrumentation.

The predicted loads were calculated using an external
store loads analysis computer program written at General
) Dynamics for the F-16. The program computes the store only and
store plus pylon air, inertia, and net loads. However, the
analytical methodology does not account for dynamic loads.

The flight test data showed that unexpected Limit Cycle
Oscillations (LCO) were experienced by the store. The dynamic
load increments must be accounted for in the loads predictions
due to the low frequency and high magnitude of the
oscillations. Load versus time plots were used to ascertain
the increments. An example of these plots is chown in Figure
6. The increments were used to determine the static flight
derived loads which were compared with the predicted loads.

The method of computing the air and inertia loads was
examined. A flight test maneuver's loads were predicted by
hand calculations. The hand calculated loads corresponded to
the computer predicted loads. Therefore, the discrepancy was
determined to have been caused by the basic data used in
predicting the external store loads.
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The aircraft response parameters used in computing the
external store loads are listed in Figure 8. A comparison
between the computer simulation and the actual flight recorded
values showed no significant differences with the exception of
the axial load factor. 1Instead of being predicted by the
simulation, the axial load factor is assumed to be zero g's.
Flight measured values ranged from zero to 1.25 g's in the
forward direction with a mean value of 0.5g's. This difference
in axial load factor did contribute to the 4iscrepancy, but

accounts for only a small percentage of the pitch moment
differences.

Net loads aré the sum of the air and inertia loads. Since
the predicted inertia loads are similar to the derived inertia
loads but the predicted net loads to the derived net loads are
not, the cause of the majority of the discrepancy must be the
difference in air loads. An example of the discrepancies in
the aerodynamic loads is shown in Figure 9. Hence, the non-
dimensional aerodynamic coefficients from the wind tunnel tests
do not reflect the actual aerodynamic loads. The experimental
error of the wind tunnel tests is insignificant (+/-0.1%),
therefore, some aerodynamic flow phenomenon must have occurred
to cause the differences.

The value for the axial load factor was updated to the
mean value by a simple change in the computer program inputs.
The inclusion of the dynamic load environment was an easy task
since the incremental loads could be derived from the net load
vs time plots. The only remaining data still requiring
adjustment was the aerodynamic coefficients.

The adjustment of the aerodynamic coefficients can be
accomplished in one of two manners. The first is to perform a
new wind tunnel test while the second is to correlate the
existing coefficients to the flight test derived loads. Since
the first method involves the cost of a second wind tunnel test
which still might not reflect the actual aerodynamics, the
second technique is considered more practical and was chosen.

2. BACKGROUND ON WIND TUNNEL DATA BASE

A description of the existing wind tunnel data is provided
as background information.

The existing wind tunnel data consists of non~dimensional
aerodynamic coefficients for drag, side, and normal forces plus
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pitch, roll, and yaw moments. The side force, normal force,
pitch moment, roll moment and yaw moment are measured in loads
wind tunnel tests for store only (i.e., the store in the
presence of the pylon and F-16) on the left wing and for store
plus pylon (i.e., the store/pylon combination in the presence
of the F-16) on the right wing at various Mach numbers. The
coefficients are obtained for three combinations of angle of
attack (alpha), angle of sideslip (beta), and trailing edge
flap deflection (delta flap). The first of these is the alpha
sweep, which has varying alpha with zero beta and zero flap
deflection. The second, the beta sweep, has varying beta,
alpha equal to five degrees and no flap deflection. This data
is converted to incremental coefficients at zero angle of
attack. The final combination is the flap influence sweep and
is another sweep of varying alpha with zero beta. This data,
however, is obtained with either +20° or -20° degrees
deflection of the trailing edge flap and is also ccnverted to
incremental coefficients to represent the influences of the
flap deflection. For all of these sweeps, the angles range in
two degree increments from ~5 to +27 degrees for alpha and from
=10 to +10 degrees for beta. The total aerodynamic coefficient
is the sum of the three sweeps with the flap influence sweep
being linearly interpolated from the wind tunnel value (+/-20°)
to the actual value. The drag force coefficient is measured in
a separate test (force balance test) for various Mach numbers.
This coefficient is independent of alpha, beta and delta flap.

These sets of coefficients are obtained for several
different external store loadings to determine the proximity
effects of adjacent stores. A sample listing of a wind tunnel
test run log is contained in Figure 10. All coefficients are
referenced to the store center of .gravity (Aerodynamic
Reference).

4. CORRELATION PROCEDURE

The basis of the correlation is the comparison of the
flight test derived aerodynamic coefficients to the existing
wind tunnel coefficients. To accomplish this comparison, the
coefficients must be at the same conditions (i.e., the values
of alpha, beta, and delta flap must be the same plus the moment
coefficients must be at the same reference point). The flight
measured values and reference point are chosen as the
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conditions. As noted previously, the wind tunnel data, which .
is referenced to the Aerodynamic Reference, is at two degree

increments for alpha and beta and is at -20, 0, and +20 degrees
of flap deflection. It is, therefore, interpolated and
transferred to obtain the coefficients at the flight test
conditions. The delta store plus pylon moment coefficients are
the results of this first series of comparisons.

Achieving the rest of the comparisons was not as easy,
several complications due to the lack of flight test data had
to be resolved. These complications included the following:

1. Store plus pylon forces (i.e., forces acting on the
store/pylon combination in the presence of the F-16) were
not measured during flight.

2. Store only forces and moments (i.e., loads acting on the
store in the presence of the pylon and F~16) were not
measured during flight.

3. Plight test data was not available for all wind tunnel
Mach numbers and store loadings. The load discrepancies
were not localized problems. Various speeds and loadings
showed discrepancies. Therefore, all store loadings and
Mach numbers not flown also must be correlated. ‘

4. The wind tunnel test coefficients are referenced to the
Aerodynamic Reference while the flight test loads were
referenced to the Flight Test Reference. The new
correlated moment coefficients have to be referenced to
the Aerodynamic reference for incorporation into the
database. This was hampered by the lack of flight test
measured force data (see #1).

Several assumptions, about the relationship of the forces
and moments not measured during flight to both the flight
measured moments and the wind tunnel test force and moment

coefficients, were made to overcome this lack of flight test
data.

5. ASSUMPTIONS INVOLVED IN THE APPROACH

The store plus pylon force coefficients must be correlated
for two reasons. First the force coefficients are needed to
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determine the actual load environment of the store plus pylon.
Store carriage loads influence wing aerodynamics/loads and thus
aircraft operation. Second, correct force coefficients are
necessary for transferring the moment coefficients from one
reference point to another. To achieve the correlation of the
store plus pylon coefficients, the forces were derived from the
flight test data.

The drag coefficients were accepted as correct as measured
in the force balance test. This can be done since the force
balance test is completely separate from the loads test with
regards to procedure and model. Drag force coefficients
computed from theoretical eguations verified this supposition.
The normal force coefficients were also accepted as correct as
measured in the wind tunnel test. Since the fuselage station
moment arms are relatively small between the Flight Test
Reference and the Aerodynamic Reference, unrealistic delta
normal forces would be necessary to cause significant changes
in pitch moment. Therefore, the change in normal force can be
ignored.

These two approximations simplify the procedure of
determining the store plus pylon pitch moment coefficients at
the Aerodynamic Reference by eliminating any affects of the
change in normal force or drag force on the pitching moment.
It is simpler to add a couple than to determine the change in
each force. No increase in accuracy would be gained by
determining arbitrary delta forces.

The side force coefficients were assumed to account for
the entire difference in roll moment between flight and wind
tunnel. This was based upon a survey of wind tunnel side force
center of pressures (CP's) that showed reasonably consistent CP
locations about the store plus pylon center of area. This
meant there is a roll moment couple coefficient to be added to
the existing wind tunnel coefficients at the Aerodynamic
Reference that is caused by the change in side force at the
center of area.

The yaw moment differences at the Aerodynamic Reference
are, thus, made up by the incremental moment due to the delta
side force and by a couple. The store plus pylon coefficients
are now defined based on these equations and the flight

measured moment coefficients can be transferred from the Flight
Tes'l- DoFovenﬁo =~ 4-ho hovnﬂynamw’r‘ Dc-Fovor:ﬂa
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The store only load coefficients were defined at the
Flight Test Reference based on assumptions about the
relationship between store only and store plus pylon loads.
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The store only drag and normal force coefficients were I
taken as correct in the existing data for the same reasons as
stated for the store plus pylon coefficients. The store only
side force coefficients, however, could not be derived in the
same manner since there was no flight test derived store only
roll moments. The store plus pylon delta side force was
assumed to be distributed to both store and pylon based upon
their relative side areas because the large side area of pylons
carry approximately this percentage of the total load.
Therefore, the store only side force coefficients are equal to
the flight derived store plus pylon force coefficients

multiplied by the ratio of store only to store plus pylon side
areas.

The delta pitch moment was believed to act only on the
store. Justification of this is that the pylon, a thin rigid
body, has a smaller wetted area compared to the store. Thus,
it was accepted that the discrepancies were not caused by
differences in pylon loads. This allowed the store plus pylon
delta pitch moment coefficients to be added directly to the
wind tunnel store only coefficients. The delta store only rol)l
moment coefficients were considered to be due entirely to the
delta store only side force coefficients. The reasoning is
that as for the store plus pylon, the store only side force
causes the entire change in rolling moment. The yaw moment
coefficients were defined by accounting for the change in the
side force's influence on yaw moment and by dividing the store
plus pylon moment couple into the store only and pylon only
components based on the side areas. This is an extension of
the side force distribution assumption. The store only moment
coefficients are then transferred to the Aerodynamic Reference
for incorporation into the database.

The flight test program did not include maneuvers at each
“ach number tested in the wind tunnel. To correlate the
coefficients when flight test data was unavailable, the Mach
effects between consecutive Mach numbers tested in the tunnel
were taken as correct. This is based on the fact that
differences between flight and wind tunnel are independent of
Mach number. Therefore, the delta between existing and
correlated coefficients at one Mach number (i.e., 0.6M) can be
agded to the existing coefficients for the next Mach number
(i.e., 0.9M).




This premise can also be used for correlating store
loadings that are not flown in flight tests. Only certain
store loadings, including the configuration carrying only the
store, were able to be flown during the program. The
influences of an adjacent store on tha aerodynamic coefficients
in the wind tunnel test were believed to be correct. Since the
discrepancies were found for several flight test store
loadings, the reasoning of the adjacent store influences not
being dependent on the flow phenomenon is verified. The
existing delta, between the coefficients without adjacent
stores, can be added to the correlated coefficients for the
store without influence to obtain the correlated coefficients
with influences.

The flight test derived cozfficients were separated into
three categories correspondity to the sweeps described for the
wind tunnel data. The categories are the three maneuver types
performed during the flight test program symmetric, sideslip
and roll. Symmetric maneuvers with varying alpha, negligible
beta, and small trailing edge flap deflections were paired with
the alpha sweep. The beta sweep corresponded to sideslip
maneuvers which have varying beta, small alpha, and
insignificant flap deflection. #inally, roll maneuvers were
associated with the flap influent:: sweep because of the varying
alpha, minor beta, and significant deflections involved. By
these associations, the correlation method involves three types
of existing flight measured coefficients and three types of
unknown "“to be adjusted" wina tunnel coefficients based on
flight test maneuvers. Due to the flight test plan, sideslip
maneuvers were flown at only one Mach/altitude point during the
program. This lack of maneuver data again caused complications
with the correlation since the equations became indeterminate
(four unknowns and three equations). Another assumption was
made to alleviate this situation. The correlation was
restricted by this complication to using only symmetric and
roll maneuvers. The beta values measured diring flight testing
for these maneuvers were small. Therefore, the beta sweep
coefficients were accepted as correct as measured in the
tunnel. The correlation of alpha cured the discrepancies in
the sideslip maneuver loads that were measured, therefore, this
supposition was proven valid. This reduced the correlation to
two unknowns to two equations. For symmetric maneuvers, the
trailing edge flap deflections are insignificant. Therefore
the equation for total coefficient is solved for the alpha
sweep. The flap influence sweep is then correlated knowing the
correlated alpha and beta coefficients.
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6. THE AFPROACH ‘

Flight test data was obtained from the onboard tape at 40
samples per second. The data was chosen for analysis based on
the following criteria: 1) symmetric maneuver data with a wide
range of alpha was selected at one degree intervals of alpha
and; 2) roll maneuver data with a smaller range was selected at
one-half degree intervals of alpha. Data was selected as a
function of alpha since both sweeps to be correlated cover a
range of alpha.

The investigation procedures and the assumptions were
combined to develop the approach. The flight test derived air
moments were determined by subtracting the inertia loads and
dynamic incremental loads from the recorded moments. The
inertia loads were calculated using the flight measured
aircraft parameters listed in Figure 8. The LCO for each time
hack selected defined the values of the dynamic increments.
The aerodynamic moments were then converted to non-dimensional
coefficients based on the surface area and mean aerodynamic
chord of the F-16 wing.

Once the three sweeps of coefficients for both store only
and store plus pylon were defined at the Aerodynamic Reference,

trends of coefficient with alpha were determined and compared
to trends of the wind tunnel coefficients.

The trends of flight measured and wind tunnel coefficients
versus alpha were compared because of the amount of flight test
data available. The range of alpha during flight test
.maneuvers was not as large as tested in the wind tunnel. While
wind tunnel tests ranged from -5° to +27°, the range for
symmetric maneuvers was only -3° to +19° (see Figure 15).

This deficiency was worse for roll maneuvers where the range
typically totaled a maximum of 4 degrees (see Figure 16). The
comparison was performed to expand the trend of flight test
data.

The extrapolation of the alpha sweep data consisted of
taking the percentage change between the end points of the
flight measured curve to wind tunnel and maintaining it over
the rest of the alpha range. The flap influence sweep could
not be extrapolated in the same manner due to the small range
of flight measured data and the fact that trends for the flap
influence sweep could not be determined. The mean flight
measured coefficient was determined and the delta between it
and its corresponding wind tunnel va.ue was applied to the
whole range of wind tunnel coefficients. By applying this




delta across the board, thke flap influence adjustment became a
shift in intercept rather than including any chiange in slope.

The curves of correlated wind tunnel data were generated
from the extrapolations and incorporated into the aero data
base. This realistic data base was then used to set aircraft
operational limits when carrying this underwing external store.

7. CONCLUSIONS

This approach associated the unknown flow phenomenon with
differences in certain aerodynamic lcads. The phenomenon was
attributed with causing a pitch moment counle, a roll moment
couple, a yaw moment couple, and a change in side force on the
store plus pylon at the Aerodynamic Reference. By including
these changes along with the adjustments for axial load factor
and LCO dynamic load increments, the flight test derived loads

are now accurately represented by the analytical loads as shown
by the plots in Figure 17.

As evidenced by the investigation of this unique
situation, scaled wind tunnel tests may not always reflect full
scale aerodynamic loads. Variances in flexibility, Reynolds
number, wall effects and probably other unknowns can be
significant between the modeled external store and the actual
external store and might cause differences in external store
carriage loads. This technique developed at General Dynamics
is generic in nature and could be utilized (derending on the
circumstances) if this occurrence would ever happen again with
another external store.

ORAL PRESENTATION CHARTS FOLLOW
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FLIGHT DERIVED LOADS VS TIME
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CAVITY AEROACOQUSTICS"

Richard E. Dix
Calspan Corporation, AEDC Operations
Arnold Air Force Base, Tennessee
and
Carroll Butler
AFATL/FXA, Eglin AFB, Florida

INTRODUCTION

Aircraft design decisions often depend on the two factors, weight and drag. Since the first powered
flight, aircraft designers have smoothed, faired, retracted, and hidden as many external excrescences as
possible in the quest for additional vehicle performance and efficiency. However, the jocular observation
that “there is no free lunch” becomes a real conclusion as the designer dutifully pursues the
aerodynamic grail. As an example, consider the retraction or hiding of items in a cavity that is closed
and smooth to the flow over the body. At an appropriate time, doors or panels open as part of a desired
operational sequence, and the storage volums, or cavity, together with the contents, are exposed to the
external flow. Regardless of the purpose or contents of the cavity, two of the important flow phenomena
that occur with exposure of the cavity are: 1) the development of a shear layer within which the
transition occurs from the stagnant cavity environment to the active external flow; and 2) the creation of
a concomitant fluctuating pressure environment in the cavity. The fluctuations often resonate at
characteristic frequencies, and are generally detectable as audible tones, leading to the term
“aeroacoustic” to describe the fluid dynamic environment. Over the years, various investigators have
focused on the action of the shear layer passing over the cavity (a vortex-acoustic coupling) as a cause
of the aeroacoustic phenomena (Refs. 1-3). In 1870, Covert (Ref. 4) offered a good historical
perspective, citing Strouhal, Rayleigh, and Kohlrausch in works dating back to the 1870s, 1880s, and
1890s. More recently, Stallings and Wilcox (Ref. 5) at NASA/Langley summarized current models of

supersonic flow over shallow (closed flow), medium (transitional flow), and deep (open flow) cavities,
illustrated in Fig. 1.

Many sets of experiments have been completed in studies of the cavity aeroacoustic environment,
among these Rossiter's predictions of the modal frequencies (Ref. 8) and Clark’s studies of techniques
of controlling the modal amplitudes (Ref. 7). The effect of cavity shape on the static pressure
distribution over the surfaces of the cavity was reported by Plentovich (Ref. 8), and Stallings and Wilcox
(Ref. 5), and computational fluid dynamic (CFD) efforts to predict cavity flow fields have been described
by Suhs (Ref. 9), Rizzetta (Ref. 10), and Baysal (Ref. 11). These documents represent only a fraction
of the active authors and programs setting about to better define, predict, and interact with cavity
aeroacoustic phenomena. The present paper, for example, documents a program of experiments that
has been underway for three years at the Arnold Engineering Development Center (AEDC), and has
resulted in a rather large data base describing the aeroacoustic environment associated with cavities of
three different length-to-height ratios (L'H), equipped with a variety of acoustic suppression devices and
doors, and exposed to external flows of subsonic to supersonic speeds.

"

The research reported herein was performed by the Arnold Engineering Development Center
(AEDC), Air Force Systems Command. Work and analysis for this research ware done by personnel of
Calspan CorporationsAEDC Operations, operating contract for the AEDC aerospace flight dynamics
facilities. Further reproduction is authorized to satisfy needs of the U. S. Government.
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SHEAR LAYER

Aerodynamic Loads

Both the presence of the shear layer between the open cavity volume and the external flow field and
the existence of tones in the cavity represent challenges to aircraft and systems designers. If, for
instance, it is desired to move a body out of a cavity, the variation of aerodynamic forces acting on the
body as it passes through the shear layer must be known. In 1983, Stallings at NASA/Langley reported
large changes in loads acting on a store passing through a cavity shear layer (Ref. 12), The loads were
noted to depend on the length-to-height ratio (L/H) of the cavity, Fig. 2. Using a device designed to
translate the body in small increments along one axis only (the “Z-Rig,” Ref. 13, Fig. 3), Dix at the
Arnold Engineering Development Center (AEDC) confirmed the existence of substantial gradients in
body loads when passing through the shear layer, Fig. 4 (Ref. 13). The importance of the gradients
must be assessed case by case, but one must clearly proceed with caution if tempted to construct a
simple curve through three data points measured at coarse intervals as indicated in Fig. 4.

Strong variations in aerodynamic loads could affect somewhat the structural integrity of any body
passing through a shear layer, but perhaps the most critical question is the influence on the trajectory of
a body released inside the cavity and passing outward through the shear layer. At the AEDC, Dix has
measured and calculated trajectories of a store jettisoned out of a cavity. Trajectories were measured
using the Captive Trajectory Support (CTS) system in the 4-ft transonic wind tunnel AEDC Aerodynamic
Wind Tunnel (4T), Fig. 5 and Ref, 14. Several sets of cavity dimensions (L/H), cavity door
configurations, and flow suppression devices were used to vary the configuration of the cavity, but the
gjection conditions were constant. Store motion was predicted from a point at the end of a Z-axis
sjector stroke. The end-of-stroke transiational velocity (Vzeos) was 30 ft/sec in the Z-axis direction
(down and away from the cavity), and the angular pitching velocity of the store was -1 rad:sec (nose
down). During the same test, asrodynamic loads acting on the store at a spatial grid of locations in and
near the cavity were recorded to provide a basis for predictions of store separation trajectories using
post-test computational techniques. The post-test computer code, developed by Morgret (Ref. 15)
called the Multiple Degree-of-freedom Interpolation and Trajectory Generation Program, or MDITGP, is
in fact a code similar to the code used to predict trajectories in the wind tunne! using the CTS system.
During a test, forces and moments acting on the store in the wind tunnel are used as inputs to the
code, while for the post-test trajectory predictions, the store loads inputs are interpolated from the grid
data. A clear advantage of the post-test computational technique is the ease with which initial
conditions, such as the end-of-stroke store velocities, can be changed to predict many different
trajectories from the same set of wind tunnel data. A description of the MDITGP is contained in Ref. 15.

Using different end-of-stroke store vslocities, it was possible to gain an appreciation of the effect of a
cavity shear layer on the trajectory of a jettisoned store. As illustrated in Fig. 6, with the end-of-stroke Z-
axis transiational velocity above approximately 1.5 percent of the free-stream velocity, store motion was
negligibly affected by passing through the shear layer, so long as the end-of-stroke pitch velocity, 6,
was -1 rad/sec (nose-down). When the initial pitch rate of the store was - 1 < 8 s 0 (or even worse,
nose-up, 6 > 0), passage through the shear layer was not smooth, and jettison under these conditions
would not be considered safe. Clearly, to assure igliable traverse through the shear layer at all jettison
conditions, the store would have to be constrained in some way, such as with the use of a trapeze, a
device dating back at least as far as the JU 87 Stuka of 1935. Constraint has been used much more
recently, as for example, on the F-106 and the Tornado.

Acoustics

The cause-and-effect relationship between the shear layer and the acoustic-frequency fluctuations in
the cavity has been studied extensively, but is not completely understood. Under contract to the U. S,
Air Force, Heller and Bliss, of the firm of Boit, Beranek, and Newman conducted a series of water table
studias in 1972 (Ref. 16) during which it was demonstrated that the expansion of an approaching
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supersonic flow into the cawty (for cavities of appropriate '.H values) would generate a pressure
disturbance or wave that would travei to the downstream bulkhead, where it would be reflected. As fluid
was forced from the cavity by the brief increase in pressure, the shock at the downstream edge of the
cavity opening detached. When the pressure was reduced by the reflection and mass ejection, the
shock again attached to the downstreamn edge. Meanwhile, the forward traveling reflection forced the
shear layer away from the cavity until expansion at the upstream edge again took place, and the cycle
began anew. A sketch illustrating the above model is shown in Fig. 7.

Further experimentation by Helier and Bliss showed that the fluctuating shear layer could be stabilized
through the use of various baffles in the cavity and bulkhead edge shaping. Unfortunately, the entire
effort was experimental, not at all proceeding from fundamental fluid-dynamic relationships.
Consequently, no attempt was made to predict frequencies or amplitudes of the acoustic-frequency
pressure oscillations in the cavity.

The flow expansion-compression-ejection model appeals to intuition, and has been proffered by many
investigators. Indeed, fluctuating pressures acting on the surfaces of flat plate and cavity models nave
been observed by both Dix at the AEDC (Ref. 13) and Plentovich at NASA/Langley (Ref. 8). In both
studies, conventional measurements of static pressures acting on surfaces in steady flow were made,
with the disappointing result that repeatability was poor. A sketch of the AEDC model is shown in Fig. 8,
and a typical profile of surface pressure coefficient along the centerline of the plate-cavity model with
LH = 4.5 is shown in Fig. 9, for a transonic condition. There are actually 12 profiles shown in Fig. 9,
recorded at random intervals of 20 to 60 sec. Repeatability on the plate upstream of the cavity is
excellent - well within the quoted statistical 85-percent confidence interval for one standard deviation of
the pressure coefficient, i.e., a C; of %0.01. In the cavity, the data points indicate decreasing
repeatability with increasing X/L. On the plate downstream of the cavity, a convergence toward
acceptable repeatability occurs. Sample profiles of both statistical mean and standard deviations are
shown in Figs. 10a and 10b, respectively.

When dynamic pressure transducers are used to sense the fluctuating components of surface
pressures, there is convincing correlation between the power spectra in the frequency domain at
various locations and the standard deviation profile determined from the 12 repeat points. Sample
spectra are shown in Fig. 11 for several locations on the plate/cavity model. Near the downstream wall
in the cavity, where the one-standard-deviation profile is maximum in value, the modal and broadband
amplitudes are greatest, as are the overall root-mean-square (RMS) levels. Consistently, near the
upstream wall in the cavity, hoth low standard deviation in the static measurements and lower modal
and RMS levels of fluctuating pressures are observed.

ACOUSTIC PREDICTIONS

in his 1962 RAS paper, Rossiter offers an empirical method of predicting modal frequencies,

Vim - y)
f= 5
L(1 . 1:_1_Mz>*(_g) (Ref. 6).
2 v,

The influence of the shear layer is addressed via the vortex velocity ratio, and cavity shape in the flow
direction is acknowledged through the y term, which Rossiter presents as a function of cavity L/H.
When Rossiter's values of y are displayed graphically as a function of I_'H, a mathematical relationship
is difficult to propose for the purpose of interpolation andfor extrapolation, Fig. 12. For example, the
cavities used by the authors in a recent set of experiments require both interpolation and extrapolation.
Both first and second-order relationships were attempted, with mixed results. Interpolation via either
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linear or parabolic relationships yielded similar values of y, but extrapolation beyond the range of
Rossiter's results could be undertaken only subjectively (Fig. 12).

Comparison of frequency predictions with data from the recent AEDC wind tunnel experiments
illustrates the limitation (Fig. 13). Tonal frequencies in a deep cavity (LWH = 4.5) are predicted quite well
for modes 1 and 2 through M = 1,20, but less well for the third and higher modes. Furthermore, the
predicted frequencies are underestimated for all modes at Mach numbers greater than 1.20, which
happens to be the limit of Rossiter's data base. The trend of prediction quality is downward as the
height of the cavity decreases (Fig. 13b, LUH = 9.0), but the issue of y choice becomes moat for a
most shallow cavity of LUH = 14.4, illustrated in Fig. 13c, for which no sharp tones are destected. Of
course Rossiter’s data base is also limited to L/H = 10.

Amplitude predictions represent a much more complicated situation. it may be inferred from data in the
literature that the amplitude of a tune, expressed as a static pressure coefficient, is dependent on many
parameters, e.g.,

te, _
¢, = CP(_I: , x/L, L/H,W/H, MQ,B/H,y) ,

whera L, W, and H are cavity dimensions, 6 is the displacement thickness of the approaching boundary
layer, Cw is the free-stream speed of sound, t is time, x is the axial length from the leading edge of the
cavity to a location in the cavity, and y is the ratio of specific heats.

Racent AEDC data confirm no strong effect of unit Reynolds number (Fig. 14) and of Mach number
(Fig. 15). However, tonal amplitude can be affected by model size, as observed by Shaw (Ref. 17).
Using the authors' generic plate/cavity model (Fig. 8), filler blocks were installed which decreased the
dimensions of the cavity in small steps, while maintaining the shape of the cavity, i.e. the L/H and L/W
ratios were constant (W = cavity width). The same pressura transducer was used in all measurements
by mounting it in the same relative location in each cavity. With the size ratio, or scale factor,
represented by A, Shaw’s data can be shown in graphical form as in Fig. 16. It must be noted that the
boundary layer at the leading edge of the cavity opening was constant, since the inserts were installed
beginning at the downstream end of the cavity. With so many parameters interacting, development of an
amplitude-prediction algorithm will be difficult, indeed. A research effort is underway at the AEDC to
attempt such a carrelation.

MODULATION OF THE CAVITY ACOUSTICS

A large part of the authors’ series of wind tunnel experiments at the AEDC has been a study of the
effectiveness ¢f various techniques in modulating the cavity aeroacoustic environment. Two passive
devices were evaluated: 1) spoiler devices mounted at or near the leading edge of the cavity, and 2)
45-deg ramp surfaces installed in the cavity at the downstream wall, illustrated in Fig. 17. Of course,
cavities are usually equipped with doors, and several types were also included in the experiments {Fig.
18). Clearly, a very large data base was compiled as the many combinations of these devices were
evaluated, and it will be possible to present only a small amount of the data.

Spoller and Door Effects on Cavity Aeroacoustics

The effectiveness of a spoiler erected perpendicular to the flow at the leading edge of the cavity
opening in modulating or suppressing pressure fluctuations in the cavity of an F-111 aircraft was
described by Clark (Refs. 7 and 18). Although Clark identified the superior effectiveness of a combined
leading-edge sawtooth spoiler and rear bulkhead ramp (Fig. 19), the internal ramp requires a cavity
length that is longer than otherwise required, and is therefore not regarded with favor by the structural
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dasigner. Consequently, only spoiler-door combinations are described here. Three types of data support
conclusions about the effectiveness of spoiler-door combinations, and will be discussed here.

Static Pressure Distribution

First, static pressure measurements taken along the longitudinal centerline of the cavity walls and
cailing can be used to identify the regions of high and lcw aerodynamic pressure acting on a body in
the cavity that strongly influence the subsequent bahavior of the body. In the case of a store jettisoned
from a cavity, the influence of a properly designed spoiler can be extremely beneficial. For example, in
Fig. 20, the influence of a sawtooth spoiler mounted at the leading edge of a cavity of LUH = 4.5, and in
the presence of square-leading-edge bifold doors open to 90 deg (SBF 90) is illustrated for a transonic
Mach number., Two heights of the sawtooth spoiler were used during the test, one about three times the
boundary-layer height (35) and one approximately equal to the boundary layer (18). For comparison, the
centerline pressure distribution of the clean cavity (no spoilers, no doors) is also shown. In this case,
the store model is suspended 4.5 store diameters below the cavity opening, as if just jettisoned. Note
that in the clean cavity, the pressure distribution is benign over 60 percent of the length of the cavity,
but that near the rear bulkhead, the stagnation of flow causes a high pressure to build in the region of
the cavity nearest the tail fins of a typical store. With the 18§ spoiler installed, there is a reduction in
surface pressure to below free-stream static throughout the cavity, and a significant reduciion in the
stagnation region. This influence is made stronger when the 38 spoiler is installed.

Store Loads

Spoiler influence is also illustrated in Fig. 21 using the second type of data, store aerodynamic loads.
Store loads were measured using a strain-gage balance inside the sting-mounted store modsl. The
important pitching moment is almost neutral as the store leaves the clean cavity. When the 18 spoiler is
installed, the desirable nose-down pitch is improved, and with the 38 spoiler, dramatically improved.
Unfortunately, the benefit does not remain as Mach number increases, and at low supersonic
conditions, the influences of a spoiler are indistinguishable from the clean cavity (Fig. 22).

That the spoiler influence is not so much dependent on the type of doors but rather on the leading edge
shape can be seen in Figure 23. The 36 sawtooth spoiler was mounted on the L/H = 90 cavity with
three different doors: square leading-edge single fold, or “cafe”, doors open to 90 deg (SC 90); the
SBF 90 doors mentioned above; and tapered-leading-edge cafe doors open to S0 deg (TC 90). The
spoiler effect is the same for the square leading-edge doors, but significantly less effective for the
tapered leading-edge doors until the low supersonic regime, where the shock structures emanating from
the doors dominate the store loads. These loads are summarized as a function of Mach Number in Fig.
23b.

While the qualitative effects of spoilers and doors on surface pressures and store loads are quite
understandable from the aerodynamist’s intuition, what is not available is an easy-to-use method of
predicting the magnitude of the effects. CFD techniques can be brought to bear on the problem, but the
complex mesh that must be defined, with separate grids for each component, drive computing costs to
exorbitant levels.

Acoustlc Environment

Tha third measure of spoiler/door influence is the acoustic environment of the cavity. Advances in
transducer technology have reduced the differences between “static” and “unsteady” pressure-
measuring techniques to largely a matter of where the transducer is located. In most wind tunnel
modaels, internal volume is severely limited, so transducers are usually located outside the mode! and
connected to the orifice on the model via small tubes. The output voltage of the transducer is sampled
tens of thousands of times each second for a period of time considered adequate to determine a valid
mean value of the pressure at the orifice. Unsteady, or fiuctuating pressures are sensed in much the




same way, except that contemporary transducers are self-contained in a relatively small package that is
mounted directly in the surface of the modal.

During the AEDC cavity tests, a total of 45 transducers wers mounted in the plate/cavity model, most
serving as alternates in case of loss of signal from an adjacent transducer. Along the longitudinal
centerline of the cavity, the transducers were mounted with a spacing of approximately 0.8-in. center-to-
center (Fig. 24). The output of each transducer was recorded 10,000 times each second for 5§ secs.
Data were reduced via FFT techniques using 1,024-point ensembles, so that the bandwidth of the
analysis was 9.77 Hz.

As a sample of the data, the effectiveness of a spoiler in modulating the tonal amplitudes sensed by
transducer number 16 at the rear bulkhead of a deep cavity (LUH = 4.5) is illustrated in Fig. 25 for a
transonic condition. (Spoiler effectiveness in a shallow cavity, say LUH = 9.0, at the same condition is
not as noticeable as for the deep cavity since the tones diminish as L/H is decreased.) The noise-
reduction effectiveness of the coarse sawtooth and the fine sawtooth 38 spoilers is compared in Fig.
25b. The ordinate, APgms/qe represents the difference in the overall SPL (coverted to an rms pressure
and normalized by free-stream dynamic pressure) at tranducer K16 between a cavity with the coarse
sawtooth 38 spoiler and a cavity with the fine sawtooth 35 spoiler. Although the noise reduction using
the coarse sawtooth is beneficial at subsonic conditions, their is no clear advantage of coarse over tine
sawtooth in the supersonic regime, where the presence of shock structures overwhelm turbulence.

The authors’ AFATIUAEDC data base contains over a thousand spectra representing many
combinations of spoilers, doors, and ramps. Clearly it would be impossible in a survey paper to discuss
more than a few cases. The data discussed herein tend to substantiate results reported by others, What
is new is the compilation into one data base of experimental data defining the many interactions iri the
flow field caused by the presence of multiple physical features.

CFD CALCULATIONS

Using a CRAY XMP computer, Suhs at the AEDC has predicted flow fields in empty cavities (Ref. 9).
His technique has been to use a time-accurate full Navier-Stokes solver with viscosity effects confined
to a thin layer adjacent to the surfaces. A stretched Cartesian grid was also used, increasing the density
of grid cells close to the model surfaces, and increasing cell size in regions well away from the walls
(Fig. 26). Good agreement with measurements has been obtained (Fig. 27), but solutions for an empty
cavity have required 10 to 20 hours of computation to complete. Sketches of the mass flux through the
plane of a cavity opening are shown in Fig. 28, The sketches were recorded at 0.4 of a time
characteristic (0.00085 sec) intervals (see Ref. 9 for more details). At present, grids for a store model
and a sting are being added, with the concomitant increase in calculation time - upwards of 40 hours of
CPU time. Current flow models include a modified Baldwin-Lomax turbulence model. Further discussion
of CFD results will be left to other authors.

SCHLIEREN EVIDENCE - SUPERSONIC REGIME

During a series of tests at supersonic conditions, some schlieren movies were recorded at a rate of
4,000 frames/sec. Visual evidence of laminar-to-turbulent-to-laminar behavior was observed as the
boundary-layer flow moved downstream from over the plate to over the cavity (Fig. 29). Although this
behavior was not expected, the effect on cavity pressure distributions and acoustic tonal amplitudes
was not detected. In fact, at 2 constant unit Revnolds number of approximately 3 x 106 per foot, the
overall (rms) level at transducer 16 tended to peak in the transonic regime and decrease as Mach
number increased. Furthermore, tonal amplitudes abate as Mach number increases, so that in the
supersonic regime only broadband noise is evident (Fig. 30).
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CONCLUDING REMARKS

Cavity asroacoustics - a challenge of recurring practical interest for the past 60 years - has yislded
stubbornly to researchers to date. The engineering method of Rossiter for predicting modal frequencies
to be expected in certain simple rectangular cavities exposed to grazing transonic flow provides
adequate, if not perfect, guidance to the dgosigner. Beyond the limits of Rossiter's data base in cavity
geometry and flow velocity, however, the method falters. Although there is at least a possibility of
predicting modal frequencies, there is unfortunately no easily applied method of predicting modal
amplitudes. Not only are wind tunnel tests conducted at incorrect Reynolds numbers, but scale effects
on acoustic levels have also been observed. CFD solutions are being reported, but the complex grids
and turbulence modsls required represent computation-intensive demands on expensive Class VI
computing machines. Efforts underway at the AEDC to organize and correlate existing data could
produce at least a first-order amplitude-prediction technique within a year.

in the meantime, a large data base of cavity pressure measurements - both static and unsteady - and
store loads has been assembled at the AEDC under the sponsorship of AFATL. From these data, some
helpful general trends have been observed, to wit: 1) spoilers mounted at the leading edge of a cavity
opening are effective in suppressing aeroacoustic phenomena only in the subsonic-transonic regims,
losing effectiveness at supersonic conditions, 2) the effectiveness of a spoiler is independent of square
leading-edge door type (single-fold or bifold), but the effectiveness is weakened by the strong flow field
around a tapered leading-edge door, especially as velocity increases, and 3) the overall (rms) acoustic
amplitude in a cavity is not a function of Reynolds’ number.

Fortunately, safe separation of stores jettisoned from a cavity can be assured if sufficient outward
velocity and pitch rate are imparted to the store. In other words, the shear layer can be defeated if the
residence time of the store passing through it is minimized, so that inertia dominates. Whether the
structural and functional integrity of the bodies in the cavity can be assured after the imposition of the
necessary forces and acceleration is quite another question, as is the question of survival of exposure
to acoustic tones on the order of 170 db. These questions are beyond the scops of this paper.
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LOW DIRECTION
Fig. 26. Computational grids for a generic cavity (Ref. 9).
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a. Clean cavity
Fig. 29. Schlieren photographs of flow over a transitional cavity (LH = 9.0) equipped with
various spoiler and 0nr configuration
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b. Cavity with 36 sawtooth spoiler at leading edge of cavity
Fig. 29. Continued.
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¢. Cavity with SC 90 doors and 38 sawtooth spoiler
Fig. 29, Continued.
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d. Cavity with TC 120 doors and 16§ sawtooth spoiler
Fig. 29. Concluded.
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Abstract

Flutter analysis for fighter aircraft in the transonic speed regime (M = 0.9 to 1.1) is difficult
to treat analytically since the governing aerodynamic equations are inherently nonlinear due to
the presence of shocks embedded in the flow fields. When flow separation occurs, the analytical
gimulation becomes even more complicated. Nevertheless, flutter predictions are needed in this
speed regime because flutter stability is often critical and is very sensitive to store configurations
and downloadings.

In addition, fighter aircraft must perform “high g" maneuvers at transonic speeds which may
lead to conditions that are strongly dominated by separated flows. These types of flows usually
produce either aircraft buffet or, in some cases, a more severe transonic nonlinear structural
oscillation of limited amplitude commonly known as limit cycle oscillations (LCO). LCO is a
limited amplitude self-sustaining oscillation produced by a structural/aerodynamic interaction.
It is related to flutter but affects aircraft performance iii a manner similar to buffet.

An analysis of steady wind tunnel data, obtained for a fighter type aircraft, has indicated
that shock-induced and trailing ~4_e separation plays a dominant role in the development of
LCO at trancoric speeds. On this basis, a semi-empirical LCO prediction method is being
developed wki<. makes use of such steady wind tunnel data. The preliminary method has
beu2 zpplied to several configurations and has correctly identified those which have encoun-
tered I.C.0. The advantage of the method, at least for qualitative predictions, is the potential
for application early in the design process of new aircraft to determine and understand the
aeroelastic characteristics. The method is still being evaluated and upgrading and refinements
are expected from unsteady wind tunnel pressure measurements to be obtained from oscillating
models as part of an extensive investigation into the aerodynamic nature of LCO. The method
will be described in its present form and results of preliminary predictions will be compared
with flight test trends and those from classical flutter predictions.
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1 Introduction

Requirements of fighter aircraft to operate with high maneuverability in the transonic speed
regime increase the potential to encounter a transonic noalinear flutter, known as limit cycle
oscillations (LCO). LCO is a limited amplitude self:sustaining oscillation produced by a struc-
tural/aerodynamic interaction, The phenomenon is related to buffet but has characteristics
sim ilar to classical flutter in that it usually occurs at a single frequency. From an operational
point of view, LCO results in an undesirable airframe vibration that limits the pilot’s functional
abilities and produces extreme discomfort and anxiety. More importantly, targeting accuracy
is degraded, e.g. wing mounted missiles cannot be fired because of high levels of wing motion
that prevent target lock-on.

Examples of recordings of LCC for two type of fighter aircraft are shown in figures 1 and 2.
The LCO in figure 1 was encountered during flight flutter tests of fighter-type aircraft I with a
new type of external fuel pylon/tank (Ref. 1). Figure 2 shows the results during flight flutter
tests of fighter-type aircraft II equipped with a chaff dispenser pod. In both cases the maximum
amplitudes occur during aircraft deceleration, thus pointing to some hysteresis effect. LCO is
experienced by highly swept wings as well as high aspect ratio wings, although different flow
mechanisms may be involved. In references 2 to 6 such cases were analyzed in relation to wing
bending oscillations.

For fighter aircraft, LCO is characterized by an almost harmonic oscillation which appears at
Mach numbers ranging from 0.8 to 1.1, and at moderate angles of attack depending on the Mach
number, but usually less then 10 deg. The flow conditions during LCO are characterized by
mixed attached/separated flow and correspond to flight conditions as indicated by the shaded
area in figure 3, which represents a typical performance map of lift coefficient versus Mach
number for fighter aircraft (Ref. 7). Lowly damped vibration modes tend to respond provided
they have the proper characteristics to conple with this type of flow. This coupling frequently
occurs near flutter boundaries, which implies that classical flutter predictions with linear theory
may be applied as a guidance to establish LCO sensitivity. An example of flutter predictions
for fighter-type aircraft I is shown in figure 4, Similar calculations were carried out for-other
configurations, which gave rise to unstabie or lowly damped modes in the transonic speed range
(Refs. 1, 8 and 9). The almost harmonic characteristic of the oscillation essentially eliminates
classical buffet as a forcing mechanism. Because of the wide range of frequencies observed on
various configurations, however, it is also unlikely that the forcing mechanism is due to an
aerodynamic resonance at some specific frequency, which is known from wind tunnel tests with
two-dimensional wings (Ref. 10). In the next chapter the basis of a prediction method for LCO
is discussed, and the arguments are given which support its validity.

2 Basis of prediction method

In reference 11 a prediction method for LCO was proposed based on a timediscretized solution
of equations of motion which can be written in matrix form as:

[M}{g} + [C){g} -+ [K){q} = {A(0)} + {B(d)} (2.0.1)

The left hand side represent inertia, damping and stiffness terms. [4] and [B] are the aerody-
namic stiffness and damping terms which are nonlinear functions of the generalized coordinate
vector {¢}. This equation was considered in reference 11 as the multi-DOF generalization of the
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1-DOF Van der Pol's equation. The latter equation is characterized by a nonlinear damping
term which is negative for small amplitudes (unstable system) and becomes positive for large
amplitudes (stable system). The result is that an initially small amplitude increases until an
LCO is formed. Preliminary applications of this method in reference 11 to fighter-type aircraft 1
showed that LCO could indeed be predicted, although the amplitudes were unrealistically high.
The following two conclusions were drawn:

1. The nonlinear aerodynamic forces as derived from steady wind tunnel tests were sufficient
to produce qualitatively correct predictions.

2. At least two DOFs proved necessary to arrive at LCO, just as in “classical” flutter cases.

Since reference 11 was released the aeroelastic mechanisms of the above flutter cases were
studied extensively, because the last conclusion contrasted with the solution of the 1-DOF Van
der Pol's equation which for proper aerodynariic damping characteristics could produce an
LCO. The results of this more recent study ar¢-

1. For all cases considered ¢t least two DOFs were necessary to produce LCO. Elimination
of all but one DOF always led to a stable system. '

2. Elimination of the coupling terms in [A) of (2.0.1) = : zyc led to a stable system; elimination
of the coupling terms in [B] only changed the »mplit:.de of the LCO.

These results confirmed indeed that LCO was the result of usual flutter mechanisms with
two or more DOFs but with nonlinear aerodynamic terms, rather than 2 generalized formulation
of Van der Pol’s equation. Solving (2.0.1) usiug steady aerodynamic data ferms the basis of the
present prediction method. This development follows the suggestion to use steady data as given
previously in references 2, 4 and 12. In the following discussions this method will be evaluated
to determine if it may be applicable to the early stages of the aircraft design process.

3 Aerodynamics for LCO

A crucial question of course is whether aerodynamic data of fighter-type wings exist which hold
the prospect of success in applying the preceding principle. In this connection steady pressure
data for a full-span wind tunnel model reprasenting aircraft I were analyzed at NLR which
were made available by the aircraft manufacturer (Ref. 13). The objective of that test was to
obtain pressure data for investigating the role of shock-induced trailing-edge separation in LCO
as suggested in reference 12. Pressure data were acquired on the wings, the horizontal tails and
the fuselage for the following test conditions: Mach number ranging from 0.90 to 0.96, with
increments of 0.01, and angle of attack ranging from 0 to 10 deg, with increments of 0.5 deg.
During these tests different tip launchers and leading-edge-flap settings were also included in
the configuration matrix.

The wing pressures were integrated by NLR to both sectional and overall forces. The wing
planform of the wind tunnel model provided with pressure orifices is shown in figure 5. Also
shown is the panel distribution used in the chordwise and spanwise integration.

Results of the analysis are presented for one type of tip launcher and leading-edge-flap
setting. In figures 6 and 7 the steady normal force and moment coefficients are shown for
stations 1 and 6 (most inboard and outboard, respectively) as function of angle of attack (0 to
10 deg) and Mach number (0.90 to 0.96). The coefficients for the intermediate stations show
a gradual transition. It is immediately clear that the coeflicients in station 1 do not show any
irregular behavior, whereas in station 6 both lift and moment coefficients show rapid changes
in short intervals of the angles of attack (centered on about 5 to 7 deg) in the greater part of
the Mach number interval. These rapid changes might give rise to LCO as discussed in chapter
2 and are typical of those described in reference 12 that were shown to drive LCO.

Cleared for Public Release

22-6




-7

To analyze the kind of pressure distributions which lead to the rapid changes in the aerody-
namic coefficients, the pressure distributions on the upper and lower wing surface in stations 1
and 6 at Mach number 0.92 are presented in figures 8 and 9. The pressure distribution at the
upper surface in station 1 shows a very gradual development with angle of attack, with a small
upstream shift of the shock along with a slight trailing edge flow-separation at the highest angle
of attack. In station 6 a strong upstream shift of the shock starts at about 5 to 7 deg coupled
with a rapidly developing flow separation.at the trailing edge. This occurs after a merging of
the weaker nose and aft shocks into a much stronger single shock that induces the extensive
separation as is discussed in detail in reference 14. The shock motion also reverses at this point
which coincides with breaks in the sectional lift and pitching moment coefficients. The pressure
distributions on the lower side show only very gradual developments. For the other type of tip
launcher and leading edge flap settings the same kind of trends were observed. Having estab-
lished the cause of the rapid changes in the sectional coefficients, the question remains whether
they are capable of producing LCO. The answer should come from solving the equations of
motion for the elastic aircraft structures, i.e. carrying out time integration of equation 2.1 with
these typical nonlinear aerodynamics as was done in reference 12.

4 Discussion of prediction method

In this chapter the aeroelastic equations of motion and the time-marching solution procedure
are described.

4.1 Aeroelastic equations of motion

The aeroelastic equations of motion are be written in a usual matrix form as:

| ‘ M) {3} +(C)Hd} + [K)a} = {2}, (411)

where g is the vector of generalized coordinates, M is the generalized mass matrix, C is the struc-
tural damping matrix, and K is the stiffness matrix. L is the vector of generalized aerodynamic
forces. An adequate description of the displacements of the unrestrained aircraft structure is
obtained by taking the symmetric and antisymmetric natural vibration modes as generalized
coordinates, completed by adding the rigid body modes. The modes with the lowest natural
frequencies are fully utilized, whereas the remaining higher modes may be treated with the con-
cept of residualization. In the present study, however, the presence of these remaining modes is
neglected altogether. The equations of motion are expressed then in matrix form as:

Mp 0 fliR+0 0 éR+00 R | _J) Lr
0 Mg |) i 0 2eMgwg || ¢E 0 Mpwk aE Lg |’

(4.1.2)

in which the indices R and E refer to the rigid body and elastic modes. Their number is Np
and Ng , respectively. ¢ and w are the damping factor and natural frequency of each elastic
mode. The generalized aerodynamic force for the i-th coordinate is formulated as:

L= %,,w [ dile, )0, 5, o{t))dS (4.1.3)

in which 1pV? is the dynamic pressure, $i(z,y) is the natural mode shape and ACy(z,y, @ a{t))
is the pressure difference distribution over the wing depending on the dynamic angle of attack
. distribution a . This distribution is expressed by:

«=ap+Aa, Aa=Aa(z,y,t) (4.1.4)
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Ao = NE:NE ('3; + '{;55) ¢5(z, yha;(t) . (4.1.5)
apm is the mean angle of attack and A« the time-dependerd variation at point x, y. In the present
approach, the pressure distribution AC} in (4.2.1) is a time-independent nonlinear function of
a . It is this relation by which the aerodynamic peculisrities discussed in chapter 3 enter the
equations of motion (4.1.3), weighted by an appropriate mode shape ¢; . After substituting
(4.2.2) and (4.2.3) in (4.2.1), L; can be interpreted as:

[Li] = Aq + B, (4.1.6)

where A and B are time-independent coefficients. This expression shows that L; involves an
aerodynamic stiffness term, Aq, and an aerodynamic damping term, B¢. In the numerical
solution of the equations of motion the aerodynamic forces L; are discretized as follows:

Li = 5pV* Y (i@ ) ACHz, v, a(t)), AS (4.1.7)
k

in whichASj is the k-th panel area, and the product (¢;AC,) is taken constant over the whole
k-th panel, being evaluated at the (z,y) position of the k-th pressure orifice. Because of the
nonlinear aerodynamics, (4.1.3) has to be evaluated for both right and left wing and added
at each time step of the time simulation. It should be noted that in the present study only
aerodynamic forces on the wing have been taken into account and those on the wing stores,
fuselage and empennage surfaces ignored.

Before solving, the equations of motion are brought into state space form. Writing (4.1.2)

' (M]3} + [C1{6} + [K){} = {L{0, )} , (4.18)

their state space form is:

{8} = M) ({L{g, 9} - [C1{=) ~ [K){e}),
(4.1.9)
{9} = {3}9

or the usual form: .
{2} = Az} + [B){u} » (4.1.10)

where A and B are constant matrices that result from the change of the variables z = (s, q]T
and u is the generalized force L{g, ¢).

4.2 Time-marching aeroeiastic soiution

The aeroelastic solution procedure implemented for integrating (4.1.10) is similar to that de-
scribed by Edwards et al (Ref. 15). Since (4.1.10) is a finite-dimensional differential equation,

its solution (Ref.16) is given by: 'h

t
zi(t) = ®(t)z;(0) + / exp [A(t - 7)) Bu(r)dr . (4.2.1)
o
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The state transition matrix ,§(t) = exp[At] in general, can be caicnlated to any assigned
accuracy by using a eufficient number of terms of the series expansion of the matrix exponential
function. As explained in reference 16, the first term in (4.2.1) is the homogeneous response
portion of (4.1.10), while the second term is a convolution integral giving the forced response.
Numerically, the solution is advanced from any time step n to step n+1, by:

(n+1)At
zi [(n + 1)At] = $(At)zi(nAtl) + /”A’ exp [A{(n + 1)At - 7)) Bu(r)dr, (4.2.2)

where At is the time step. Since u(r) is not known over the interval At < t < (n + 1) At,
the integral in (refeq:vttwee) must be approximated. The simplest approx:mation for the integral
is to assume that u{r) is constant, i.e. u(r) = u(nAt) over the interval. A better approximation
may be obtained by assuming u to vary linearly from u(nAt) and u((n + 1) At):

un+1 = y" + (’U" - u""'l) . (4.2-3)
The resulting algorithm is:
af*! = @a} + OB (3u" - v*1) /2, (4.2.4)

where O is the integral of the state transition matrix . The integration matrices & and
© were calculated using the program described in reference 17. The final result of the time
integration process is the variation of the generalized coordinates q and their time derivatives
as functions of time. They can easily be reduced to quantities of practical interest, like wing
tip acceleration, pilot seat acceleration, etc.

4.3 Number of applied vibration modes

The choice of which and how many modes to use in the solution of (4.1.10) is a critical decision.
A trade-off must be made between

1. the time required for the analyst to reduce the number of modes to a minimum and

2. the computer cost required to run a full "unedited” set of modes within the frequency
range of interest,

In the investigation described in reference 12, it was possible to reduce the number of inodes
to a single DOF' as a result of knowledge gained from flight test measured LCO characteristics.
Also, since LCO did not occur neer a flutter boundary, the natural modes were essentially
unchanged and represented those of the full-scale aircraft at flight LCO conditions. This is not
the general case, however, particularly where LCO occurs near the flutter houndary. In this
case, the modified modes resulting from the flutter eigenvectors may be quite different fr~m
the natural modes. The concept of a single DOF response in LCO still applies, however, but it
applies to a complex mode as prescribed by the eigenvectors.

Some guidance for mode selection may be derived from the results of routine linear flutter
calculations for a complete multi-DOF system in attached flow. Modes that exhibit low aerody-
namic damping values within the flight conditions of interest, are good candidates for producing
LCO. Along with the damping values, the eigenvectors are also available for constructing the
appropriate complex modes if they are significantly different from the natural modes. However,
the LCO potential of each mode, real or complex, is governed by its shape and how this shape
interacts with the nonlinear flow fields. Such evaluation by visual inspection is a qualitative
judgement process which requires a high Jevel of aerodynamic expertise, and its outcome may
not always be the right answer. Finally, if the LCO conditions are near a flutter boundary, it
is also quite possible that the eigenvectors are significantly modified by nonlinear aerodynamic
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forces. Thus, even with all of this information, the analyst would have to spend a significant
amount of time making the mode selections but would have no guarantee that he made the
right decisions and the results could be entirely misleading.

In spite of the additional computer costs, a better alternative is to use the full set of vibration
modes within the frequency range of interest. This has the advantages that (1) the system can
filter out the mode(s) that will respond in LCO, (2) the time requirement and uncertainty of the
decision process for mode selection is eliminated, and (3) more modes are available to describe
a possible shift in mean angle of attack due to static wing deflections. The mean angle of
attack due to aircraft maneuvering and/or static aeroelactic effects has a major influence on the
aerodynamic loads during LCO. Modes that contribute dynamically to LCO may differ from
the modes that contribute to static deflections. The representation of the latter modes in

the equations of motion may be simplified by the concept of modal residualization.

5 Applications

A number of configurations is considered to which the wind tunnel data presented in chapter
3 are applicable. Configurations A, B and C include the same typé of underwing missiles.
Their Jifferences are that configurations A 2nd B have different empty tip launchers, whereas
coafiguration C is configuration A with tip missiles and external fuel tanks installed. Finally,
configuration D and a number of its downloadings are considered. This configuration includes
external fuel t 500 1bs stores and tip missiles. For all configurations modal charzcteristics were
calculated and “classical” flutter calculations were performed based cn the subsonic doublet
lattice method. For some configurations the transonic FTRAN3 method was also applied. tex
paper Conditions for the LCO calculations are given below, unless otherwise mentioned.

1. Natural vibration modes were considered, antisyminetric and unrestrained, with frequen-
cies up to a maximum of 15 Hz. Structural damping was varia- ble.

2. Only aerodynamic forces on the wings were considered, Mach number and altitude were
variable. No deflections of wing flaps and control surfaces were assumed.

3. The calculated responses are (1) the normal acceleration at the front end of the tip
launcher, (2) the same at the rear end and (3) the lateral ac- celeration at the pilot
seat. All accelerations in g. Initial aisturbances were given to the vibration modes which
develop ix limit cycle oscillations.

Flight test data are available for all configurations.

5.1 Generic model

The structural properties of the generic model are slightly different from the original configu-
ration A, because after the first calculations one of the mass points of the outboard underwing
launcher/missile combination was found to be located too far aft. Classical flutter calculations
for M = 0.9 sho'/ed a serious instability of an antisymmetrical mode at a frequency of 7.6 Hz
inside the flight envelope, neglecting structural damping. Because of this pronounced flutter
sensitivity this generic model was maintained to investigate typical features of transonic LCO.
Steady wind tunnel data for configuration A were used, The two vi? ration modes (of the generic
model) which will turn out to be dominant in the development ot LCO are shown in figure 10.
The freovency difference is small. Both modes show a torsional deflection of the outer wing
-parts. The bending deflections are opposite.
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2-DOF system

The system consists of the two vibration modes presented in figure 10. Calculations were
started at a mean angle of attack of 6 deg, where in view of the sectional coefficients
presented in figure 7 the occurrence of LCOwas.expected. The other conditions were sea
level, M = 0.92 and g = 0.02, An.initial'disturbaice was given of the second vibration
mode. Calculations were made of the three.respaonse accelerations during 20 s, The results
are presented in figure 11. All three accelérations, 1) tip launcher front end, 2) tip launcher
rear end and 3) pilot seat, lateral, pass clearly int6 LCO with a frequency of 7.7 Hz and
amplitudes of 27.5 g, 10.5 g and 3.1 g, respectively. Obviously the second vibration mode
seems dominating in the LCO. At the right bottom of figure 11 the dynamic angle of
attack of the wing tip station is presented. Its amplitude increases to 1.8 deg. Such large
responses are attributed to the flutter sensitivity mentioned above.

. Two 1-DOF systems

Response calculations were made for the two vibration modes separately over a period of
20 5. The other conditions were the rame as for the 2-DOF system. Neither of the isolated
modes showed any LCO. The conclusion is that the interaction of at least two vibration
modes is necessary for LCO to develop in this case, just as in most “classical” flutter cases,
but now with nonlinear aerodynamics.

12-DOF system

Calculations were also made for the generic model at the same structural damping, Mach
number and altitude to demonstrate that LCO can be detected without previous knowledge
of sensitive natural modes and angie of attack range. This was done by using all natural
modes up to a frequency of 15 Hz and allowing the mean angle of attack to vary linearly
from 1 to 10 deg as it would during 4 maneuver. The results are shown in figure 12 where
it is apparent that, in addition to LCO at higher angles, large amplitude oscillations at 7.7
Hz occur at angles much less than 6 deg. This is again attributed to the flutter sensitivity
mentioned earlier. The LCO disappears at about 7.4 deg. Thus it has been demonstrated
that the model predicts LCO without any assumption on critical modes or angles of attack.
In view of the 2-DOF results it is advisable not to rely only on an interpretation of the
aerodynamic loads to establish possible LCO conditions, but to include sufficient variations
of the flight conditions in the response calculations.

The large amplitude responses shown in figure 12 raise the concern that values of a de-
veloped during the solution process may exceed the limits of the aerodynamic datz base.
Results for the tip launcher angle of attack are shown in figure 13. For a structural damp-
ing of 0.02, the maximum amplitudes are very close to the data base limits of 0 and 10
deg. Response predictions for which the angle exceeds the data base limits, such as those
for a structural damping of 0.01, would no longer be valid and would have to be rejected.

Another feature apparent in figure 13 is the occurrence of several break points in the am-
plitude envelope. These angles are noted in the figure and are also noted along the normal

force and pitching moment curve for station 6. There are many complicated relationships -

implied in these results coucerning the effect of previously encountered oscillations that
have not been damped before a significant mean angle of attack change has occurred dur-
ing the a~sweep. As an example, L.CO at a lower mean angle may be amplified when
encountering a more severe instability at a higher angle. This is illustrated at point 2
where the maximum angle of attack has reached about 5.5 to 6.0 deg after which the
amplitude grows more rapidly with increasing angle. A major change as shown in the
pitching moment curve, develops between 5 and 7 deg (strong negative slope) and is be-
lieved to be the source of accelerated amplitude growth with angle of attack at point 2.
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The disappearance of LCO at about 7.4 deg (point 5) is not clearly understood, however,
the bump in mean angle between 8.5 and 9.5 deg (point 6} is possibly attributed to static
aeroelastic response of the wing to an abrupt change in normal force slope.

Since the response levels in this example are unrealistically high, study of this problem
is academic; however, it does serve as a means of understanding the nonlinear dynamics
associated with LCO during aircraft maneuvering. The problem shown in figure 12 and
13 was re-run with the lir 2arly increasing mean angle which was then held constant upon
reaching 6 deg at 15 5. These results are shown in figure 14 where it is seen that a damping
occurs after reaching 6 deg. This damping is acting on the residual oscillations remaining
from LCO encountered at lower angles. The remaining oscillations are thus representative
of LCO at a mean angle of 6 deg.

5.2 Flow characteristics during LCO

To demonstrate the potential role of shock-induced trailing edge separation during LCO (Ref.
12) the wing motion and the pressure distributions on the upper surface were plotted during
one cycle of oscillation for the example shown in figure 14, The cycle starts at 25.1 5 and the
time intervals are 0.005 s. The results are presented for four time steps, viz. 25.115 s, 25,155
§, 25.175 s and 25.215 5. These time steps were chosen to correspond to the extremes of angle
of attack variation at wing tip station 6 about a = 6 deg. These deflections are highlighted as
a heavy line in figure 15 and represent the incremental angle of attack for (I) maximum nose
down, (II) zero with positive pitch rate (III) maximum nose up, and (IV) zero with negative
pitch rate.

The results in figure 15 along with the Cjy and Cy, trends for station 6 in figure 13, may
be used to clearly demonstrate the relationship between shock induced trailing edge separation
and LCO. At point I in figure 15, the wing tip is at a minimum total angle of attack (i.e.a = ap
+ Aa ) of about o = 4.7 deg and a large positive (up) deflection as indicated by the deflections
(heavy line) at station 6. Two shocks (nose and aft shocks) are distinctly seen in-the chordwise
pressure distributions (heavy line) also at station 6. The flow is attached at the trailing edge
as indicated by the nearly zero value of the pressure coefficient. In figure 13 at a = 4.7 deg,
Cn is at its lowest value during the cycle and Cy, is at its highest value. Thus, attached flow
with two shocks is providing a nose up pitching moment increment at the minimum angle and
a downward acting normal force incremental at a large upward deflection.

Continuing on to point II in figure 15, the wing tip is at « = 6 deg and a maximum
downward deflection. The two shocks have merged into a single strong shock and the trailing
edge pressures are indicating that separation has begun. In figure 13, Civ is higher but at a
plateau that continues up to a = 8.5 deg . Cy, is lower (less nose up). At point III in figure 15,
the wing tip is at a maximum angle of attack of about a = 7.3 deg . The single strong shock
formed at point II has fully separated the flow to the trailing edge which in turn has driven the
shock forward as shown in the pressures at station 6. In figure 13, the Cn is still about the
same as it was at point il, however, Cy, is now lower and more nose down. Finally, at point IV
in figure 15, the wing tip is at about a = 6 deg but maximum upward deflection. The trailing
edge pressuses are indicating that re-attachment is going on and a strong single alt shock is now
present. In figure 13, C is the same as it was at = 7.3 deg at point III but Cy, is higher
giving less nose down pitching moment. From point IV, the cycle continuee to point I where
the two-shock system is re-formed.

The relationship just illustrated between shock induced trailing edge separation, pitching
moment and torsion response at station 6, is identical to that described in reference 12 where
it was concluded that a nonlinear aerodynamic spring was the principal driving mechanism for
LCO. For the current example, however, significant vertical translation in the LCO (or eigen)
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mode was opposed by C variations at point III. For angles of attack above a = 6 deg , Cpy
was was constant and did not affect the wing motion which would make it a neutral spring for
half of the cycle. Thus, the existence of an additional nonlinear spring for opposing translation
for half of the cycle further substantiates the above conclusion of reference 12,

5.3 LCO sensitive parameters

Since the response levels of LCO became quite large for the example shown in figure 14, the
knowledge of LCO sensitive parameters becomes important in order to investigate under which
conditions the LCC becomes more realistic. Therefore the calculations of the example presented
in figure 14 were repeated for varying altitude, angle of attack, Mach number and siructuval
damping. The initial disturbance applied to the LCO sensitive natural mode was kept still the
same. The responses were calculated over a period of 30 s to 60 s, until stabilized LCO condition
were achieved. In figure 16 maximum LCO amplitudes of the normal acccleration at the front
end of the tip launcher are presented as function of altitude (Fig. 16a), structural damping
(Fig. 16b), mean angle of attack (Fig. 16¢) and Mach number (Fig. 16d). Responses for
which the angle of attack exceeds the data base limits were left out. Although a limited search
was performed, the presented results demonstrate very weil the sensitivity of the considered
parameters to LCO.

The interesting features to note are that the amplitude decreases rapidly when the altitude
is increased from 0 ft to 5K ft (Fig. 16a) and/or the structural daping of each natural mode
from g = 0.0 to 0.02 (Fig. 16b). Variations of altitude from 5K ft to 15K ft and/or structural
damping from 0.02 to 0.04 leads to small amplitude changes. A rapidly growing amplitude for
increasing mean angle of attack and structural damping values smaller than 0.02 is shown in
figure 16c. When the angle of attack becomes greater than 6 deg it appears that the amplitude
decreases rapidly and disappears at about 7 deg, which was already observed in figure 12 and 13.
Finally, figure 16d shows that the responses are highly influenced by changing Mach number.
The increase of amplitude at M = 0.90 is not clearly understood and need further investigation.
The trends for higher Mach numbers than 0.96 could not be determined due to limitations of
the data base.

Due to the nonlinear aerodynamics it should be evident that more parameter combinations
have to be worked through to illuminate the sensitivity of LCO.

5.4 Configuration A

Response calculations were carried out for configuration A wich the correct structural repre-
sentation. Classical flutter calculations show an unstable antisymmetrical mode at a frequency
of 7.6 Hz just above the desired maximum speed of 600 KEAS, neglecting structural damping,.
The LCO calculations were made for a system with natural modes up to 15 Hz (12 DOF) and
varying structural damping values. The flight conditions were: Mach number 0.92 and altitude
5K ft. Just as for the generic mode], mean angles of attack were chosen at which maximum
responses were expected. The results are presented in figures 17 and 18 for acceleration 1 and

structural damping values of 0.01, 0.02 and 0.03. The frequency is about 7.6 Hz. It appears

that for a mean angle of attack of 6 deg and structural damping values of 0.01 and 0.02 rapidly
developing LCO was obiained (Fig. 17), whereas for a structural damping of 0.03 the calcu-
fations had to be continued to 60 s to obtain sustained osciilations, The LCGU response levels
for acc.1 (Fig. 17) are 14.2 g, 13.5 g and 10.0 g, and those for acc.3 are 2.0 g, 18gand 14 g,
respectively. The results presented in figure 18, show a near-LCO for a mean angle of attack of
2 deg and structural damping values of 0.01 and 0.02. Continuation of the calculations up to
40 s led to constant amplitude LCO. The LCO response levels are for acc.1: 20.3 g and 4.1 g
(Fig. 18), and for acc.3: 2.8 g and 0.55 g. For a structural damping value of 0.03 g no LCO
was found. The response levels are high and follow the trends found with the generic model
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(Fig. 16c). A reason for the still high response sevels conld be the missing correct aerodynamic
-damping due vo unsteady flow effects.

Flight test results for configuration A yielded LCO at M = 0.9 (during o wind-up turn) at
an altitude of 5K {t. The frequency of acceleration 1 was about 7.5 Hz a.d the amplitude 2
g. The conclusion is that, at least the calculated LCO and the flight test data seem to agree
qualitatively.

5.5 Configuration B

Configuration B has the same loading conditions as configuration A, but different type of tip
larnihers, implying changes in the structurdl representation. Classical flutter calculations skow
again an unstable antisymmetrical mode at a frequency of 7.6 Hz speed of 600 KEAS. Steady
wind tunnel data for configuration D are also present, which differ only slightly from the data
of configuration A. It would be expected therefore that differences in LCO of configurations A
and B are caused mainly by the difference in structural represeatation.

Response calcnlations were carried out for the same conditions as for configuration A, in-
cleding a system with patural modes up to 15 Hz (12 DOF) and varying structural dampiung
values. Results of acceieration 1 for mean angles of attack of 6 and 2 deg, and varying structural
damping are presented in figures 19 and 20, The frequency is about 7.7 Hz, For both cases, after
tka calculations were continued to 40 ¢, ~ustained oscillations were found. At a mean angle of
attack of 6 deg the LCO amplitude levels are for acc.1: 17.1 g (Fig. 19), acc.2: 5.9 g and acc.3:
2.2 g, and for a mean angie of attack of 2 deg these levels become for acc.1: 2.3 g (Fig. 20),
acc.2: 0.5 g ard ace.3: 0.3 g. For both cases LCO was suppressed by increasing the structural
damping. Obviously the calculated responses of configuration B show a weaker sensitivity to
LCO then was calculated for confignration A, because at lower structural damping values LCQ
disappears. This observation is also confirmed by the results of flight tests.

The flight tes* results for configuration B yielded LCO at M = 0.95 {during a wind-up turn)
at an altitude of 5K ft, while at M == 0.90 and same altitude no LCO was observed. The
fr2quency of acceleralion 1 was about 7.5 Hz and the amplitude 2.4 g. Again, the conclusion is
that the calculated LCQ and the fliglt test data seem to agree qualitatively.

5.6 Configuratior C

The loading conditions of configuration C are the same as configuration A, but now tip missiles
are installed. No appropriate wind tunnel data are available for configuration C, but it is
certainly justified to apply the data of configuration A, because the typical transonic flow
phenomena occur on the upper surface of the wing., Response calculations were made for a
system with natural modes up to 15 Hz (17 DOF) over a period of 20 s, while the angle of
attack changed linearly from 1 to 6 deg in 15 s, after whick the angle of attack was kept
constant at 6 deg. The other conditions were kept the same as for configuration A. The results
are shown in figure 21 for the responses at the tip launchers. It appears that LCO is completely
absent. The responses are very irregular and well damped. Classical flutter calculations do
neither show any instabiiity.

In flight tests of configuration C no LCO was observed, so that again the conclusion is that

tohd dnn 1.4 1ty dLin - +
caleulated LCQ and flight teat dats correlate well in this respect,

5.7 Configurations D

Finally, predictions were carried out for configurations D and a number of its downloadings,
D. to D.3 (Fig. 22). These configurations .quipped with multi-store racks and 500 to 600
Ibs stores in combination with external fuel tanks and missiles are comparable with those in
which heavy stores are installed instead of multi-store racks, Clas-ical flutter calculations show
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for downloading D.2 a severe unstable mode at about 5 LI and for downloading D.4 a mild
instaoility at about 7.5 Hz for full to half full external fuel tanks. Configuration D, the alternate
dovnloading D.3 instead of D.2 and the downloadings D.1 and D.4 with empty tanks do not
show any problem.

No appropriate wind tunnel data are available for those configurations. Therefore, the aero-
dy~amic data of configuration B were used instead because the same type of tip launchers are
installed. The reason applying these data was already argumented in chapter 5.6 for configura-
tion C in the same situa tion.

Responses were calculated for the same flight conditions as above and struc- tural damping
of 0.01. For each configuration shown in figure 22 natural modes up to 15 Hz were applied which
lead to DOF numbers mentioned in the figure for the separate configurations. The calculations
were carried out over 30 s, while the angle of attack changed linearly from 1 to 10 deg. No
LCO is observed for all configurations with empty external fuel tanks, but with full external
fuel tanks downloading D.1 shows a serious LCO at about 5 Hz and downloading D.2 shows
a latent LCO sensitivity at about 7.5 Hz. Maxi mura response levels were predicted at about
mean angles of attack of 6 and 2 deg. Repeating the calculations for downloading D.3 and
constant mean angle of attack of 6 deg yielded the following acceleration levels: ace.1: 16.0 g
(Fig. 22), acc.2: 6.3 g and acc.3: 1.6 g. The conclusion can be drawn that downloading D.3 is
a good substitute for D.2, but might pose problems after releasing stores and downloading D.4
is generated. . .

Configurations D.1 and D.2 show again that the flutter stability of fighter aircraft, which
are expected to carry a wide range of external stores, is highly affected by the variations in
vibrational characteristics of the aircraft structure. These characteristics depend to a large
extent on the inertial parameters of the individual stores and the way in which they are combined
into specific configurations. Moreover, during a mission the struc- tural modes may change
considerably due to fuel consumption from external tanks and to release of stores.

Available flight test data for these configurations correlate qualitatively quite well with
the calculated responses. This might lead to the additional conclusion that the aerodynamic
characteristics of the underwing stores play a minor role in predicting LCO. That store inertial
characteristics are dominant has become clear from the above examples.’

The results of all applications in this chapter justify the conclusion that the proposed pre-
diction method is promising. The method has been formulated in a manner to allow for further
refinements discussed in the next chapter.

6 Improvements of the prediction method

The development of the present prediction method is still in progress. The following extensions
are being realized or foreseen:

1. Refinements of the aeroelastic model
In chapter 4 the concept of modal residualization was proposed as a means to account
for the elastic modes with natural frequencies higher than those in the basic set of modes
used in the LCO calculations. This extended structural model is expected to provide an
improved determination of the aeroelastic deflections and slopes. Another improvement
to be considered is to include the aerodynamic forces on fuselage and tail surfaces.

2. Use of unsteady wind tunnel] data
The use of unsteady wind tunnel data obtained by pressure measurements with oscillating
models will improve the accuracy of the method for predicting LCO. The inherent phase
difference between the aerodynamic loading and generating oscillations is expected to
influence the predicted sensitivity of aircraft to LCO. Therefore, as a major part of this
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extensive investigation into the aerodynamic nature of LCO, unsteady transonic wind
tunnel tests are to be conducted during 1991 at NLR (Ref. 18). In these tests pressure
distributions . .d vverall aerodynamic loads will be measured on an oscillating semi-span
wing model (Fig. 23) with the same planform as the model for which steady data (Ref.
13) were shown in chapter 3.

Unsteady nonlinear aerodynamic loads due to harmonic model oscillations, however, are
less appropriate for straight-forward application in the present prediction method. Useful
empirical techniques to transform unsteady nonlinear aerodynamic loads during dynamic
stall in a suitable form for use in time simulation methods are described in references 19
to 21. The technique described in references 19 and 20 was developed by ONERA, in
France, for two- dimensional wings. This technique is based on splitting the aerodynamic
force into a "linear” partF and a "nonlinear” part F; (Fig. 24) each of which are modeled
by differential equations. The various parameters in these equations are deduced from
matching with unsteady wind tunnel data. A similar type of approach is presented in
reference 21. Such techniques may be applicable to fighter type wings as well and will be
utilized to transform the unsteady wind tunnel data from the current investigation.

3. Use of theoretical unsteady data

Although this study is Limited to utilizing steady and unsteady wind tunnel data, the
prediction method may also use of theoretical data in a similar manner as described in
reference 22. However, current predictions of 3-D unsteady transonic separated flows with
Navier-Stokes solvers or vortex and zonal methods are not yet reliable due to uncertainties
in turbulence modeling, etc., and are much more expensive than wind tunnel testing.
Thus, the use of theoretical data is premature at this time but could be implemented in
the future.

7 Conclusions

In this paper a scmi-empirical method has been proposed and evaluated to predict LCO char-
acteristics of fighter aircraft. The evaluation has been performed based on steady wind tunnel
data. Some conclusions are drawn concerning the prediction method:

1. Data from steady wind tunnel tests were sufficient for predicting the es- sential features
of LCO.

2. A minimum of two natural mode§ must be included, although the LCO appears as a single
eigenmode system. N :

X

3. Running the method using'many modes through an angle of attack sweep (to simulate a
maneuver) provides a means for calculating LCO trends without prior knowledge of natural
‘modes or angle of attack that are sensitive to LCO. There is, however, a significant effect
of pitch rate,

4. It has been clearly demonstrated that shock-induced trailing edge separa tion plays a
dominant role in the development of LCO at transonic speeds.
5. Altitude, méan angle of attack, Mach number and structural damping turned out to be

noneitivia nawamatara in T.00N
OLUOIVIY Y PUdBaldUviio 30 s,

*

The effects of store configurations on LCO trends were qualitatively pre dicted in all
cases,

7. In agreement with linear flutter analyses, aerodynamic effects of under- wing stores were
found to be negligible with this modeling technique. Store mass effects on the modes were
dominant.

8. Unsteady effects are needed to properly quantify the driving force and damping charac-
teristics which are important for developing a consistent LCO model.
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6. Steady lift and moment coefficients in station 1 as
function of Mach number and angle of attack.
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8. Steady pressure distributions in station 1 as func-
tion of angle of attack and constant Mach number

(M = 0.92).

UPPER

-4

M = 0.92 LOWER

2.0
Cp
1.04
}?
0.0
1.0l
X/C
00 05 1.0 08 05 1.0

9. Steady pressure distributions in station 6 as func-
tion of angle of attack and constant Mach number

(M =0.92).
Cleared for Public Release

22-25



~26~

MODE 2: 7.81 Hz

MODE 1:7.02 Hz
10. First two unrestrained vibration modes of generic
model.
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11. Response calculations for generic model; 2 DOF,
M = 0.92, a= 6 deg, altitude = 0 ft, structural
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GENERIC MODEL, DOF = 12 (Q1 TO Q12) MEAN ALPHA, LINEAR INCREASE ‘
STRUCTURAL DAMPING: g = 0,02 FROM 1 TO 6 DEG IN 15 §
Q5 = 0.5 MACH NUMBER = 0.92

ALTITUDE = O FT
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14. Response calculations for generic model; 12 DOF,
M = 0.92, « variable, altitude = 0 ft, structural
damping: g = 0.02.
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ABSTRACT

Since the AMRAAM missile was fielded there have been requirements for
missile improvements. These requirements have dictated the need for a better
definition of the qualification vibration spectrum and test durations to be
employed in ground tests. Most recently, spectrum tailoring was accomplished
using flight test data representing real world conditions of the AMRAAM on the

F-15 during air combat maneuvering (ACM).

INTRODUCTION

This paper documents the findings of an effort which was undertaken to
employ test data to improve the specification of vibration test levels and
durations for AMRAAM qualification testing. The intent was to assure more
realistic test levels and durations for lot acceptance and missile improvement
programs. Hundreds of missions of flight test data were used to develop a
basis on which vibration spectrum level and test duration could be defined.

Power spectral density profiles from instrumented measurement vehicle
(IMV) flights on a variety of aircraft were employed to determine that the F-
15 introduces the most severe vibration environment during the mission segment
labeled air combat maneuvering (ACM).

Structural data recorders in the F-15 fleet are monitored by the
logistics command and the aircraft prime manufacturer for fatigue history
studies. This recorded datz was one primary source used to define the
"typical” mission profile by investigating parameters such as total length of
a mission, altitude, mach, angle of attack, accelerations, and the number and
type of maneuvers in each mission. For our purposes the "average or typical”
intercept mission was defined in 3 segments. The three segments being: 1)

taxi/takeoff/and cruise to target area 2) ACM 3) return to base and land.
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Another primary source of data used to enhance the definition of the ACM
portion of an intercept mission was flight test data from Red Flag {(simulated
air combat) exerclses.

IMV response stripouts were used to help establish parameter interactions
and define maneuvers based on test data so that computer codes could be
written for data sorting. The number and duration of exposures to wind-up-
turns, accels-delcel's, loaded turns, etc. were established from these data,
Using the definition of a “"typical"” mission and the spectral content of
mission segments allowed qualification test levels and durations to be defined

in concert with the desired missile life cycle.

THE DATA ANALYSES

When it was first decided that refinement of the vibration test spectrum
was needed to meet the objective of the missile improvement program, a major
search for technical information was bequn. Reviews of data from sidewinder
and sparrow test programs were undertaken. The prime aircraft manufacturers
for the AMRAAM carriage platforms werec contacted for data. Navy and Alr Force
tests agencies were contacted to gain ithe benefit of unique experiences and
input they could contribute.

After reviewing flight test data from instrumented AMRAAM captive
carriage vehicles on the F~14, F-15, F-16, and F-18 it was determined that the
most severe and potentially damaging environment existed on the F-15. The
literature search yielded a mission profile (Figure 1) which had been
presented in the Naval Weapons Center report NWCTP6833. For the mission
profile segments defined it was determined that test requirements could be
satisfactorily defined for all segments except the ACM portion. During the ACM

segment, particularly damaging phenomenon were being experienced on the F-15,
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ALTITUDE — kft AGL

Percent of Missions

Mission Duration (min)
Total Mission

Mission Segments

1. Taxil

2. Takeoff

3. Climb

4. Cruise

5. Loiter/Vector
6. ACM*

7. Return to Base
8. Descend

9. Land

10. Park

F-15 MISSION SEGMENTS

Role
ACM Training Alert Scramble

95 5
<80 £80
1-5 1
0.1 0.1

5 2
10-20 5-20
10-30 5-10
5-10 5-20
10-20 5-20
7-8 7-8
0.1 0.1
1-5 1-5

ACM is usually similar to TACTS/ACMI training missions. However, in about
10% of missions, ACMI will be conducted at altitudes well below the TACTS
range floor (i.e., 300-5000 £t AGL).

40 I

L UL R I DL L

0 10 20

30 40 50 60 70 80

TIME -~ min

(:) Refer to the mission segments listed in the table above.

Figure 1
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) T

Afrcraft buff.t, extensive high g maneuvering, and throttle chops were cited
as drivers in the vibration environment being experienced. A throttle chop is
defined as a reduction in engine power which results in a severe oscillatory
flow field near the engine inlet. This phenomenon particularly affects the
fuselage mounted missiles.

Now our goal was to achieve a better definition of the ACM segment by
gaining a better understanding of these three phenomonena.

Eglin AFB test data provided two primary pieces of information. Flirst,
vibration Intensities under vaiicus flight conditions were defined as power
spectral density records from irstrumented AMRAAM flights. Dozens of flights
had been analyzed with the AMRAAM/IMV on varlous stations on the aircraft and
power spectral densitlies had become fairly well defined. Additionally, the
test points were correlated with real time strip plots of aircraft and missile
data to aid in the recognition of mansuvers. What we now wanted to accomplish
was to define the number of events, the duration of exposure, and intensities
experienced during ACM. An example of flight test points or a flight card is
shown in Figure 2 with a portion of the corresponding strip chart data shown
in Fiqure 3. A detailed study of similar data helped in the design of
computer codes which had filters that could identify combinations of
parameters which would indicate wind-up-turns, or throttle chops, or other
maneuvers of interest.

Pilot interviews were conducted early in the process and provided the
following content for the ACM segment:

1. Maneuvering from 5,000 feet to 25,000 feet at military power

2. Continuous hard break turns of 6-7 g's with occasional spikes to 9

g's
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3. Not uncommon to feel aircraft buffet for up to 2 minutes
continuously.

4. The duration of ACM per mission is about 20 minutes
It was not immediately obvious, but subscguent analysis of data showed that
what the pllot percelves and definitions that engineers typlcally apply are
not totally coineident. In particular in no case in the data did we see where
the alrcraft was exposed to buffet for durations approaching 2 minutes. The
engineering definition of wing buffet is a resonant oscillatory condition
which, unlike flutter, is not immediately catastrophic. For the F-15 buffet
is well defined on the basis of aircraft angle of attack and dynamic pressure
(Figures 4 and 5). The pillot feels afircraft shuttering due to separated flow
but that is not necessarily buffet and low level buffet may be present before
the pilot can feel it. Additionally, data indicates that the pilots
observation of the g meter in the cockpit and data recorded by the structural
data recorder are not in agreement (i.e. no 9g maneuvers were recorded under
any conditions). This can be seen in Tables 1A ~ 1E. Once we realized these
differences, we were better able to correlate pilot reports with test data.

The structural data recorder (SDR) data acquired from the Logistics
Command and McDonnell Douglas provide a large data base of flights from take-
off to landing. Some 173 flights of data were included in the generation of
the average or typical mission duration of 69 minutes. Using the values of
angle of attack and dynamic pressure (Figures 4 and 5) present during buffet
as filters, an average of 3.6 seconds of buffet per mission would have been
possible in the missions analyzed. Similarly, each mission would result in an
average of 82.7 seconds of high @ maneuvering., We were now faced with a
discrepancy of the reported exposures from pilot interviews and this set of

data.
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‘ Table 1A. Normal Acceleration Distribution From 835 Minutes of SDR Data

NORMAL
ACCELERATION

(g's)

< -1
-1 - -.5
-.5 - 0

0- .5
5 -1.0
1.0 - 1.5
1.5 - 2.0
2.0 - 2.5
2.5 - 3.0
3.0 - 3.5
3.5 - 4.0
4.0 - 4.5
4.5 - 5.0
5.0 - 5.5
5.5 - 6.0
6.0 - 6.5
6.5 - 7.0
7.0 - 7.5

7.5

Table 1B. Angle Of Attack Distribution From 835 Minutes of SDR Data

ANGLE OF ATTACK

(DEGREES)
< -10
-10 - 0
0~ 5
5-10
10 ~ 15
15 - 20
20 - 25
25 - 30
30 - 35
>35

TIME SPENT
{ SECONDS)

146.
19,170.
21,794.

3,804.
1,505,
1,081.

843.

641.

476.

300.

171.

73.
44.
24,
13.

L’MOA\I—'\DW\OOOUJ—‘bMO\OOO

TIME SPENT
(SECONDS)

7.
38,803.
7,592,
2,744.
602.
233,

104.
22

OCWMWLWUVIONIITOOO
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Table 1C. Mach Distribution From 835 Minutes of SDR Data

MACH TIME SPENT
NUMBER (SECONDS)
0- . .2
d - .2 14.2
2« .3 1,414.0
3 - .4 17,121.8
4 - .5 3,539.2
5 - .6 4,910.2
6 - .7 8,222.3
.7~ .8 9,101.7
.8 - .9 4,074.4
.9 ~-1.0 1,635.6
1.0 - 1 57.5
1.1 - 1.2 8.3
1.2 0
Table 1D. Altitude Distribution From 835 Minutes of SDR Data '
ALTITUDE TIME SPENT
FEET (SECONDS)
0 -~ 5K 9,915.6
5 -~ 10K 4,453.1
10 - 15K 5,286.1
15 - 20K 10,986.8
20 -~ 25k 10,698.2
25 - 30K 6,881.6
30 - 35K 1,930.6
35 - 40K 122.5
>40K 0

12
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. Table 1E. Dynamic Pressure Distribution From 835 Minutes of SDR Data

DYNAMIC PRE